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PREFACE

This is an introductory book intended for scientists and engineers who
are involved in the construction, design, evaluation, or operation of sonar
systems. Although an effort has been made to provide all of the necessary
background material, a slight familiarity with the theory of probability has
been presumed. In view of the introductory nature of the book, the amount
of material presented has been limited purposely. The expert who !ooks at
the book will no doubt complain about the topics which have been omitted.
For example, the important topic of parameter estimation is mentioned only
briefly. As the late Professor H. A. Wilson said, “It is important for the stu-
dent to learn some facts and to get to understand some methods and funda-
mental principles; if he learns nothing about certain phenomena no harm is
done and he can make up the deficiency in his knowledge at a later date if
necessary.” If the book enables the reader to follow the current literature on
signal processing, it has achieved its goal.

The writer wishes to take this opportunity to thank the many people
with whom he has had the pleasure of discussing signal processing. Among
these are Mr. P. G. Redgment and Dr. E. J. Risness, Admiralty Underwater
Weapons Establishment, Portland, England; Professor G. Bonnet and Mr. P. Y.
Arques, Centre d’Etude des Phénoménes Aléatoires, Université de Grenoble,
Grenoble, France; Di. H. Mermoz, Laboratoire D. S. M., Le Brusc, (Var)
France; Mr. A. Bruce and Mr. R. Laval, SACLANT ASW Research Centre, La
Spezia, italy; Dr. C. van Schocneveld, Physisch Laboratorium, Organization
RVO-TNO, The Hague, Netherlands; and Mr. I. Engelsen and Dr. F. Bryn,
Norwegian Defence Rescarch Establishment, Horten, Norway.

The author is greatly indebted to the following scientists who were
kind enough to read critically parts of an earlier draft, point out errors, and
suggest improvements: F. Bryn; T. L. Brownyard, Naval Ordnance Systems
Command; T. Kooij, SACLANT ASW Research Centre, La Spezia, Italy; M.
Moll, Arthur D. Little, Inc.; David Middleton; P. G.Redgment; E. J. Risness;
Captain S. W. W. Shor, USN; C. van Schooneveld; and E. C. Westerfield, U. S.
Navy Electronics Laboratory. He is also greatly indebted to Mrs. Patricia
Nelson, of Applied Rescarch Laboratories (formerly Defense Research Labora-
tory), The University of Texas at Austin, who typed the entire manuscript.
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The book has been used as the text in a gradualcﬂphysics course. The
material can be covered, with a few omissions, easily in one semester. Answers
are provided for some of the problems to provide greater flexibility in the
use of the text for both organized classes and individual study.

The writer is greatly indebted to Captain S. W, W. Shor, USN, and Mr.
Carey D. Smith for the interest they have shown in the work and for many
helpful discussions. The book was supported by Naval Ship Systems Com-
mand under Contract NObsr-93163 with Defense Research Laboratory, The
University of Texas. ‘

C. W. Horton, Sr.
August 1968
Austin, Texas
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Chapter 1

SURVEY OF THE PROBLEM

L1l Qualitative Description of Signals ,

In the operation of a sonar system the operator is repeatedly faced with
the problem of detecting a signal which is obscured by noise. This signal may !
be an echo resulting from a transmitted signal over which the operator has :
some control, or it may have its origin in some external source. These two
modes of operation are commonly distinguished as active and passive sonar,
respectively. Similar situations arise in radar surveillance and in seismic ex-
plorations so that one may draw on all three disciplines for techniques and for
illustrations of the basic principles.

Since there are many ways in which one can think about signal detec- !
tion, it 1s desirable : » define a few terms to denote special cases. The word
detection will be used when the question to be answered is, ““Are one or more
signals present?” When the system is designed to provide an answer to this
question, either deterministic or protabilistic, one speaks of hypoihesis test-
ing. The case of a single signal occurs so often that many systems are designed
to provide only two answers, "*Yes, a signal is present,” or “No, there is no
signal.” One can make the problem more complicated by endeavoring to
classify the signal into categories. Decisions of this iatter kind will be referred
to as target classification.

Normally a piece of detection equipment is designed to operate in a
fixed mode and the parameters such as integrating time of rectifier carcuits or
persistence of the oscilloscope tube for visual detection cannot be changed
readily. There will always be some uncertain signals which the observer will
be hesitant to rejec. or accept. In these cases the operator might have the feel-
ing that if the integrating time of the detector or the persistence of the oscillo-
scope tube werc longer, he could reach a decision about the existence of the
signal. This intuitive feeling has been formulated into a theory of detection
by Wald (1950). When one is able to vary deliberately the interval over which
one stores data 1n the reception system in order to achieve a certain level of
certainty, one speaks of sequential detection.

Frequently it is desirable to determine not only the presence or absence
of the signai but also one or more parameters associated with the signal. The
parameters of interest can vary widely from a simple quantity such as time of
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2 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 1.1

arrival or target bearing to the recovery of the complete wave form. When a
system is designed to recover one or more parameters associated with the sig-
nal, one speaks of signal extraction.

The word signal was not defined and it was assumed that the reader had
an intuitive feeling for the word. Some elaboration may be in order since the
definition of signal is subjective and depends on the application. One may say
that “signal” is what one wants to observe and noise is anything that obscures
the observation. Thus, a tuna fisherman who is searching the ocean with the
aid of sonar equipment will be overjoyed with sounds that are impairing the
performance of a nearby sonar system engaged in tracking a submarine. Quite
literally, one man’s signal is another man’s noise.

Signals come in all shapes and forms. In active sonar systems one may
use simple sinusoidal signals of fixed duration and modulations thereof. There
are impulsive signals such as those made with explosions or thumpers. At the
other extreme one may make use of pseudorandom signals. In passive systems,
the signals whose detection are sought may be noise in the conventional mean-
ing of the word; noise produced by propellers or underwater swimmers, for
example. It should be evident that one of our problems will be the formula-
tion of mathematical techniques that can be used to describe the signal.

Although the source in an active sonar search system may be designad
to transmit a signal of known shape, there is no guarantee that the returned
signal whose detection is sought will be similar. In fact, there are many factors
which act to change the signal. The amplitude loss associated with inverse
spherical spreading is most unfortunate for the detection system but it does
not entail any distortion of the wave shape. (Incidentally, this happy state of
affairs does not apply to two-dimensional waves except in the far field where
the wave can be approximated locally as a plane wave.) The acoustic medium
has an attenuation factor which depends on the frequency. This producesa
slight distortion of the wave shape and a corresponding change in the energy
spectrum of the pulse. The major changes in the wave form result from acous-
tic boundaries and inhomogeneities in the medium. These effects will be des-
cribed in Sections 1.5 and 1.6,

When echoes are produced by extended targets such as submarines, there
are two distinct ways in which the echo structure is affected. First, there is
the interference between reflections from the different structural features on
the hull of the submarine. This interference leads to a target strength that
fluctuates rapidly with changes in the aspect. Secondly, there is the elonga-
tion of the composite echo due to the distribution of reflecting features along
the submarine. This means that the duration of the composite echo is depend-
ent in a simple manner on the aspect angle. If T is the duration of the echo
from a point scatterer, and L is the length of the submarine, the duration of
the returned echo will be T + (2L/c) cos 0, where 0 is the acute angle between
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SEC1.2 SURVEY OF THE PROBLEM 3

the major axis of the submarine and the line joining the source and the sub-
marine. c¢ is the velocity of sound in the water. Of course, L cos 8 must be
replaced by the beam width of the submarine when @ is near 90°.

A final source of pulse distortion is the Doppler shifts produced by the
relative motions between the source, the medium, the bottom, and the targets.
Since the source, the medium, and the target (or detector in passive listening)
may each have a different vector velocity relative to the bottom, the variety of
effects may be quite large. The magnitude of this effect will be discussed in
Section 1.3.

1.2 Qualitative Description of the Sources of Noise

The noise source that is easiest to describe and to introduce into the cal-
culations is the thermal noise produced in the detection equipment itself.
Usually the properties of this noise are completely unrelated to those of the
signal. In this case the reduction of internal noise in the equipment can be
attempted without particular regard for the type of signal that will be detected.
In sonar and seismic studies the ambient noise in the wave field is so large that
the internal noise ot the equipment seldom limits the performance. On the
other hand, detection systems utilizing electromagnetic signals are often lim-
ited in their performance by internal noise in the receiver,

There is a source of noise intermediate between internal noise of the
equipment and ambient noise of the ocean. This source results from the mo-
tion of the ship or platform on which the array is mounted through the water.
The noise field generatec in this manner depends on the speed of the ship and,
in the case of surface ships, on the sea state. To some extent this noise can be
lessened by a careful choice for the location of the transducer and by proper
design of the covering dome.

The ambient acoustic wave fields in the earth and in the ocean often are
quite erergetic and contain a wide range of frequencies. The study of these
noise fields forms an important and necessary prelude to any serious design of
optimum detection systems. In the ocean, for example, one finds, in addition
to the biological sources already mentioned, noises due to wave action at the
surface of the water, noises due to collapse of air bubbles entrained in the
water, and noises produced by meteorological conditions such as precipitation.
In the case of passive detection, these noise fields furnish the noise background
out of which signals must be recovered.

Whenever one engages in active signal detection, the production of the
signal entails a large production of noise background which tends to obscure
the signal. This noise* is particularly difficult to treat because it usually has

*Throughout the book the word noise will be used in its most general sense to mean any-
thing that obscures the desired signal. This is to some extent a subjective definition but
it is convenicnt.
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4 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 1.2

the zame frequency characteristics as the signal, since both the noise and the
signal are produced by the reflection or scattering of the transmitted energy.
For example, in sonar the volume, bottom, and surface reverberation are
caused by reflection of the transmitted signal from irregularities in the body
of the water and from the lower and upper surfaces of the water, respectively.
If one endeavors to increase the energy in the returned signal by increasing the
power of the transmutter, these reverberent sources of noise increase propor-
tionately. If one samples the noise as a function of time after the transmission
of the signal, one can see the transition from reverberation noise to ambient
noise very clearly. At the beginning the power spectrum of the returring noise
resembles that of the transmitted signal very closely. As time goes by the
power in the reverberation decreases but the power level of the ambient noise
remains constant and eventually dominates.

An interesting situation arnses in seismic exploration which, although 1t
1s not directly related to sonar, furnishes an interesting example of how one
may utiize the properties of the noise in its elimination. The commonly used
source of energy in seismic exploration is dynamite, the explosion of which
produces energy in a wide band of frequencies. The acoustic reflections from
the deep rock strata have a dominant band of energy in the range of 20 Hz to
70 Hz. However, the explosion produces large amplitude low velocity surface
waves whose frequencies extend from 5 Hz to 20 Hz or so. In the early at-
tempts at exploration, before the existence of this frequency separation was
realized, e detection and recording systems were overloaded by this low fre-
quency wave, so that there was no sensitivity available for the lower amplitude,
higher frequ:ncy signals. The separation of these two overlapping bands of
energy 1s a relatively simple example of the design of a signal detection system.
In this particuiar case an alternate solution may be available, since it is possible
sometimes to separate the two bands of energy on the basis of travel times by
a proper choice of distance between the source and the receiver.,

Another source of noise that may be serious 1s man-made countermeas-
ures. These may be active sources such as prisoners of war running so as to
hide the noise of digging or passive sources such as chaff used as a radar
countermeasure. These noise sources will not be treated here but they can be
analyzed by the same techniques used to study other noises.

1.3 Comparison of Sonar, Radar, and Seismic Parameters

It was mentioned in Section 1.1 that there are similarities between sonar,
radar, and seismic systems of signal processing. Although this is true there are
also striking differences in the media which lead to significant differences in
the methods of signal processing used in these three systems. In this section
the basic physical parameters of the media and of the systems are discussed in
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SEC 1.3 SURVEY OF THE PROBLEM S

order to focus attention on the critical differences. There is 2 wide range of
values for many of the parameters so that only representative values are given.

Table 1.1 lists representative values of the chief physical parameters of
the three systems. The designer of sonar and radar systems has a wide choice
in the operating frequencies. but only one value is used in the table in order
not to complicate the presentation. In the seismic system the choice of oper-
ating frequency is limited severely by the attenuation properties of the earth.
Associated with this restriction is the fact that seismic signals arriving at the
detector are broad-band signals while the sonar and radar pulses are narrow-
band.

One striking feature is shown by column 4 of Table 1.1. Despite the
wide range of wave velocities between the three media, the pulse lengths are
surprisingly similar. This would suggest that the three methods have similar
resolution but this is not true. The seismic method is at a great disadvantage,
first becausc the operator cannot change tus frequency, and second because
the reflection coefficient of the rock interfaces are much smaller than the re-
flection coefficients of sonar and radar targets. The resolutton of sonar sys-
tems is inferior to that of radar systems but the reasons are more subtle. First.
the effect of the ocean on acoustic wave propagation 1s niore severe than the
effect of the atmosphere on electromagnetic waves. Second, the significantly i
lugher frequencies used in radar systems enables cne to use a wider bandwidth
for the signals. This permits one to do much more signal processing on radar
signals. Third, the effects of Doppler shifts described in the next section de-
grade the performance of the sonar system by a greater amount.

If a stationary source is used to echo range against a moving target, the
frequency of the returning echo will be shifted by an amount t 2vf/c where ¢
1s the velocity of the wave in the medium, f1s the frequency of the signal, and
v 15 the radial component of the velocity of the target. If the signal is a pulse
and hence is composed of a band of frequencies, each component is shifted by
this amount. Thus shift is known as the Doppler Shift. Motion of the source
produces a similar shift in frequency but this can often be corrected for since '
the motion of the source is known. In sonar systems this device is called an ;

Own Doppler Nullifier. ,
TABLE 1.1
Brief Summary of Representative Sonar, Radar, and Seismic Characteristics ,
i
Wave Pulse Pulse Repe- | Wave- Size of
System | Velocity P“lsf Length tition Rate | length | Mobile Array
m/sec Duration m sec! m m
Sonar 1,500 . 2-200ms | 3-300 0.1 0.3 10
Radar 3x 10 01-10pus | 30-3,000 | 2,000-200 | 0.03 2
Seismic | 1,600-7,000( 50 ms 80-350 *) 40-175 -

*Pulse repetition rate in the seismic case affects only the economics of the exploration.
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6 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 1.3

Table 1.2 shows the effects of target motion on Doppler shifts for repre-
sentative velocities and pulse lengths. If a sonar receiver processes all echoes
with one channel, the bandwidth of the receiver must be 20 times as wide asit
would be in the absence of Doppler. This will result in a serious impairment
of performance when the signal level is comparable to the noise level unless
one divides the Doppler band by using approximately 20 receiver channels,
each with a bandwidth comparable to that of the signal. Of course, the rela-
tive outputs of these channels can be used to indicate the radial velocity of the
target. In the case of radar, the range of possible frequency shifts encountered
with airplanes is only 0.06 times the bandwidth of the pulse. Thus the re-
ceiver can accommodate the Doppler shift without seriously increasing the
noise power.

TABLE 1.2
Representative Target Velocities and Doppler Shifts
Target Wave Doppler Bandwidth
System Target Velocity Velocity Shift of CW Pulse
m/sec m/sec AfIf % Aflf %
Sonar Ship t1s 1,500 2 G.2
Radar Aurplane +500 3x10% | +0.0003 001

The sonar, radar, and seismic media all have inhomogeneities. These can
he classified into large scale inhomogeneities associated primarily with the hor-
izontal stratifications of the earth, water, and atmosphere and small scale
inhomogeneities associated with turbulence in the water and air and lithologic
variations in the earth. The interaction between the ocean and the atmosphere
sometimes produces strong temperaturc gradients in the first few hundred
meters either side of the interface. At times the resulting velocity gradient
produces a wave duct or channel in eithcr the water or the atmosphere which
can transmit acoustic or electromagnetic waves over surprising distances.

The velocity gradient dc/dz in the surface channel for acoustic waves in
the ocean may be as large as 0.3 sec’! while the corresponding gradient for
electromagnetic waves in the atmosphere may be as large as 30 sec™’ . A more
useful comparison is the gradient of the index of refraction, n, since this
governs the radius of curvature of the rays. Representative maximum values
are | dn/dz 1= 2 X 10°* m™ for acoustic waves and | dn/dz |=10"" m™ for
electromagnetic waves where z is the distance from the interface. It can be
shown that when the velocity is a linear function of z, the geometric ray is a
circle whose radius depends on dn/dz and the angle of inclination of the ray.
The relationship is such that for the maximum values of dn/dz just quoted

radius of ¢lectromagnetic ray
radius of acoustic ray

= 2,000
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SEC 1.3 SURVEY OF THE PROBLEM 7

provided the two rays have the same inclination. Since these numbers are near
maximum values, one may only conclude that acoustic rays in the surface
ducts can have significantly greater curvature than the corresponding radar
rays. Actually, surface ducts occur much more frequently in the water than in
the air. The existence of ducts is important both for the elicct on range and
also for the effect on ambient noise resulting from sources located at the
surface.

Surface ducting occurs in seismic exploration when high velocity forma-
tions occur near the surface. The effect is so severe in some areas, such as the
Edwards Plateau of Texas, that seismic exploration is extremely difficult.

In the deep ocean the acoustic velocity reaches a minimum in the
SOFAR channel and increases monotonically below this with a velocity gradi-
ent which, in the Atlantic Ocean, is approximately 0.014 sec™. If the iono-
sphere is excluded from the discussion there is no counterpart of the SOFAR
channel n the atmosphere. On the other hand, seismic wave velocity increases
almost monotonically with depth because of the compaction produced by the
overburden. In sedimentary columns the velocity gradient for longitudinal
waves does not vary greatly from the value 0.6 sec™!,

The air and the ocean are similar 1n that each has a temperature micro-
structure that produces local inhomogeneities in the velocity. The size and
intensity of these regions of abnormal velocities depend significantly on the
vertical distribution of the horizontal velocity of the medium, the temperature
gradient, and the distance from the air-water interface. However, as a simple
generalization onc may say that in the ocean these “patches” have a charac-
teristic size of 0.6 m and a RMS value of 7 X 10°* for the index of refraction.
In the atmosphere the corresnonding values are 125 m and 3X 107, When the
sizes of the patches are expressed in wavelengths, the disparity in size is even
larger. These numbers suggest that the fluctuations in phase and amplitude
caused by temperature microstructure are smaller in the ocean than in the
atmosphere. The attenuation of sonar waves in the ocean is due primarily to
loss mechanisms in the medium and it is only at very low frequencies, a few
hundred Hertz, say, that attenuation by temperature inhomogeneities is
significant.,

1.4 Target Strength and the Sonar Range Equation

The elementary discussion of sonar performance based on an infinite,
homogeneous medium usually proceeds as follows. The source transducer
radiates a wave which produces an intensity /. at the target. The power con-
tained in some area of this wave front is intercepted by the target and reradi-
ated as a new source. Thus the intensity of tle returned signal is affected by
the inverse square law >f spherical waves and the attenuation two times, once
on the path from the source to the target and on the return path. The returning

i
i
i
i
§




e b

il Bl et o
A
8 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES CEC 1.4

acoustic intensity produces an output power S' at the electrical terminals
of the transducer. At the same time the acoustic noise in the water has some
intensity in the water and a corresponding electrical power N' at the electrical
terminals of the transducer.

Often the performance of a sonar system can be described approximately
by saying that there is a number M’ called the recognition differential such
that if ' > M'N', the target can be detected successfully 50% of the time, It
should be noted that when the acoustic noise intensity in the water is defined
properly the ratio S'/N' is equal to the corresponding ratio of acoustic inten-
sities in the water. When all of the quantities are expressed in decibels, one
has the sonar range equation

M=SN=§,+T-2[20logr+ar] - N, (L1)
where

M = recognition differential of system in dB

S, = source level in dB at one yard

T = target strength, dB

r = range in yards

a = attenuation in dB per yard

N = nosse level in dB

S = returned acoustic intensity produced by target.

Typical values of the quantities in Eq. (1.1) are T= 15t020dB, §, =
100 to 140 dB, NV = 40 to -60 dB, and M = 0 dB. Actual values can deviate
significantly from these illustrative numbers. The attenuation constant, a,
depends on the frequency in a complicated manner, but in the vicinity of
5 kHz one has a good approximation in the formula a = 0.012 dB per kilo-
yard when f is expressed in kiloHertz.

The major advantages of Eq. (1.1) are twofold. First, it provides an
easy approximation to the expected range of a sonar system, and second, it
enables anycne who can add and subtract to speak glibly about sonar per-
formance. The major disadvantage is that it involves only the simple average
involved in computing power. Al sophistication in signal processing, all un-
known statistical parameters, and all information contained in the signal wave
form are hidden in the term M, the recognition differential.

When one attempts to modify Eq. (1.1) so as to include the effects of
inhomogeneities in the medium and of acoustic boundaries, there is no place
to start and it is necessary to introduce empirical modifications in M. These
arguments make 1t clear that one cannot study signal processing by starting
with power averages, but instead, one must consider the distribution in space
and time of the acoustic wave fields associated with the signals and the noise.
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SEC 1.5 SURVEY OF THE PROBLEM 9

1.5 Reflect'on and Scattering from Boundaries

The performance of sonar and seismic systems is impaired by the un-
wanted energy reflected and scattered by velocity discontinuities at the surface
and in the interior of the ocean and the earth. For example, three possible
travel paths are shown in Fig. 1.1 for a source and target in water of moderate
depth. In the case of active sonar tiere are six possible combinations of these
paths with six different travel times. Even if the water is deep enough or the
bottom reflects so poorly that the path QBT can be neglected, there are still
three possible travel times which can produce interference and wave form dis-
tortion. The ocean surface is usually a very good reflector so that the two
paths QT and OST tend to give nearly perfect constructive or destructive inter-
ference when the path difference measured in half wavelengths is an integral
number. Thus even a moderate movement of the source  or the target T will
lead to large variations of the reflection amplitude and wave shape.

When the distance QT is several times the water depth, the lravel Lime
for the paths QT and QBT differ so little that the signals overlap to give fur-
ther amplitude fluctuation and wave shape distortion. Some of the wave
energy penetrates the ocean bottom and is lost. The energy that is reflected
can be divided into two parts. One part may be associated with a specular re-
flection from an average plane surface which preserves a wave pattern that is
coherent 1n space and time. The remaining energy is distributed in a stochastic
wave field which has very limited coherence in space and time. A realistic
view is that each hill and depression on the bottom acts as a small localized
scatterer so that the acoustic wave field at any point is the result of the super-
position of a large number of waves of small amplitude 2nd random phase.
The distnbution of energy between the coherent, reflected wave and the
stochastic, scattered wave field depends on the roughness.

Even though the problem of the reflection of waves from a target in a
stratified medium 1s deterministic in principle, the motion of the source Q and

Q WATER

B BOTTOM

Figure 1.1-Three possible paths from the source Q to the target 7.
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10 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 1.6

the target T, as well as the roughness of the interfaces, conspire to produce a
stochastic noise field at the transducer as well as a slow variation of wave
shape and amplitude in the received echo.

The preceding discussion was phrased in terms of forward scattering and
the resulting distortion of the target echo. Frequently the backscattering
from the surface and the bottom produces a stochastic wave field of large am-
plitude that obscures the echo. This phenomena is known as reverberation
and is classified as surface and volume reverberation according as the scatter-
ing objects are distributed over a surface or throughout a volume of the me-
dium. It is easy to show that the intensity of surface reverberation decreases
as £3 where ¢ is the time measured after the production of the acoustic signal.
This conclusion is misleading, however, since it suggests that the reverberation
level decreases with time more slowly than the returned acoustic intensity of
a given target. Actually the backscattering strength decreases with grazing
angle so that as the time increases the reverberation level decreases more rap-
idly than . Thus at sufficiently long ranges the target echo is obscured by
ambient acoustic noise rather than by reverberation noise.

1.6 Effects of an Inhomogeneous Medium

The nature of the local inhomogeneities in the water was described in
Section 1.3. The local variations of amplitude and phase that result from these
inhomogeneities can be understood most easily by considering the wave front
illustrated in Fig. 1.2. If the direction to the target is determined by measur-
ing the phase difference between the two signals received at hydrophones
located at W,and W,, the indicated direction will be in error because of the
perturbations in the wave front. Further, the size and location of these in-
homogeneities are random functions of time and space so that the measured
value of target direction will fluctuate about the true direction. There will
also be fluctuations in the signal amplitude associated with the deformations
of the wave surface. These fluctuations are equivalent to noise signals at W,
and W, which degrade the performance of any signal processing system.

1.7 Criteria for Measuring the Success of Detection

Now that the pronerties of signals and of noise have been described
briefly it is possible to sketch the problem of determining the best way to re-
cover the signal. One would like to formulate some criterion of success for
this operation fur two reasons. First, one cannot decide how to optimize a
system unless -1 has 1 quantitative measure of success. Secondly, one would
like to judge tirz performance <f an actual system by comparing it with the
performance of the optimum ideal system of the same class. It is evident from
the discussion « 7 Section 1.1 that there cannot be a single criterion applicable
to all systems.
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SEC 1.7 SURVEY OF THE PROBLEM 11

WAVE  FRONT

DIRECTION OF
PROPAGATION i

e e A S A SO

Figure 1.2-The acoustic wave front in an inhumogeneous medium. The
shaded (unshaded) regions have temperatures above (below) the average
value.

The peak amplitude of the signal response is frequently used asa param-
eter to judge the performance of a system. In this case one designs a system
which will maximize the ratio of the peak amplitude of the signal to the root-
mean-square amplitude of the noise. Another criterion frequently used in-
volves the ratio of the energy contained in the signal to the noise energy con-
tained in a specified interval of time. In this case the ratio of the energy in the
signal to the power per Hz contained in the noise is maximized. Again one
may desire the recovery of a wave form so that the criterion that is applied is
a measure of the difference between the input wave form and the output.

If one has designed a detection system whose output consists of an
assertion regarding the presence or absence of a signal. one wishes to evaluate

\




12 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 1.8

the performance by some measure of the correctness of the decision. There
are two ways i which the decision can be wrong. The system can assert that
a signal is present when in fact there is none, and a system can indicate that a
signal is not present when one 1s present. A simple criterion that is often used
is obtained by assigning a cost or loss to each kind of error. The design of an
optimum system 1s obtained by minimizing the average loss. This criterion
may be generalized by introducing in addition costs for the two correct deci-
sions of deciding that a signal is present or that a signal is absent. Alternately,
one may not wish to assign costs explicitly but simply calculate probabilities
of detection and of false alarms and state operating conditions in terms of
these quantities.

It 1s clear that one cannot optimize the various processes described above
without assigning some hmijtation to the classes of signals, noise, and systems
considered. For example, ore may specify the properties of the signals that
are considered and th> nature of the noise and then design a system that will
be optimum according to a specific criterion. In order to carry out such an
analysis a limitation on the class of systems that will be considered must be
introduced. If only linear systems are considered, one can obtain the optimum
for this class of systems. On the other hand, if the investigation 1s enlarged to
include nonlinear systems, one would expect to obtain a better system pro-
vided the linear systems first considered are a subset of the larger class of non-
linear systems. Consequently, in order that an optimization process be mean-
ingful on. must state with exactness the nature of the signals and the noise,
specify criterion of performance that will be utihized, and stipulate the class
of systems over which the optimization will be carried out. A change in any
one of the four elements of the problem may lead to new conclusions.

There are several criteria that are regularly applied to the evaluation of
a detection system. One may define a signal-to-noise ratio and maximize this
ratio or define a loss for the detection system and minimize 1t. Sometimes 1t
1s possitle to calculate a posteriori probabilities and select the hypothesis
which has the largest a posteriori probability. In connection with the discus-
sion of a posteriori probabilities, Section 5.1, it will be found that a simpler
detection system can be defined in terms of an alternate concept, the likeli-
hood function. The periormance of the system can be evaluated 1n a realistic
manner on the assumption that a signal is present when the likelihood function
exceeds a piese” threshold. One can also define suitable quantities to which a
least-squares test can be applied. These criteria are not mutually exclusive.
For example, cost functions can be chosen which lead to a least-squares fit or
to a maximum signal-to-noise ratio.

1.8 Directional Arrays

In the discussion so far it has been tacitly assumed that the signal and
noise are scalar quantities which constitute the input to the system and that
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SEC 1.9 SURVEY OF THE PROBLEM 13

the only operations permissible are those that can be applied in the time do-
main or the frequency domain. This is not true since the signal arrives in the
form of a wave propagated in a medium—water for underwater sound, water
or earth for seismic waves, and air, water, or earth for electromagnetic waves.
This fact enlarges substantially the problem of designing an optimum detection
system since one may utilize the spatial dimensions of the sensors to discrimi-
nate against noise. In the case of underwater sound the introduction of the
transducer array produces a serious conflict for the designer. S:nce the attenu-
ation per unit travel distance in water increases with the frequency of the
signal, the range of a system can be increased by decreasing the operating fre-
quency. This change, however, will degrade the directivity pattern of the
transducer unless its physical dimensions are increased at the same time. Usu-
ally the physical dimensions of the transducer are already limited by some
external constraint so the desire to increase the range is foiled. Some of these
limitations can be avoided if one 1s willing to use nonlinear processes such as
the time averages of products in the detection system. However, it turns out
that this improvement is obtained at the expense of wider bandwidths in the
signal or longer integrating tumes in the detector. These changes lead eventu-
ally to reduced sensitivity in the transducer or reduced search rate, which in
turn reduce the effective range. Thus one is led to expect that the restraints
imposed by the medium and the platform lead to a true maximum in the per-
formance of the system which can be established by a suitably clever analys:s.

1.9 Suggestions for Further Reading

The best introductory work on signal processing is the book by Wood-
ward (1953). The article by Siebert (1956) 1s not elementary but it gives an
interesting survey of many aspects of the problem. The book by Helstrom
(1960) has a fair amount of mathematics but it 1s extremely readable. The
article by ' dleton and van Meter (1956) is excellent in its own right and it
1s a good introduction to the monographic book by.Middleton (1960). The
latter text answers a surprisingly large fraction of the questions that one needs
to ask about the theory of signal processing. A later book by Middleton
(1965) provides material that is supplementary to the earlier and larger book.

In addition to these general treatises the reader is referred to two sym-
posia held in 1964 and devoted primarily to signal processing in underwater
acoustics (Bonnet, 1964b, and Tucker, 1964). Although the papers are in-
tended for specialists they form a good introduction to the subject matter and
provide extensive bibliographic references.

There are several exceilent books on the physics of acoustic media. The
subject of propagation in the ocean is discussed by Officer (1958) and Tolstoy
and Clay (1966). Propagation in layered media is discussed thoroughly by
Brekhovskikh (1960). Propagation through an inhomogeneous medium is
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analyzed by Chernov (1960), and the scattering of waves by a rough surface
is summarized extensively by Beckmann and Spizzichino (1963).

The reader should refer to the papers by Faure (1964) and Middleton
(1967) and the book by Ol’shevskii (1967) for a discussion of reverberation
and for references to other work on this subject. The use of arrays for acoustic
transmission through a noisy ocean is discussed by Clay (1966). References
to geophysical applications are described in thrée special issues of Geophysics
edited by Van Melle (1964a, 1964b) and Flinn (1967). The reader may also
refer to a paper by Capon et al (1967) for the application of signal processing
to seismic arrays.

PROBLEMS

1.1 A formula for Doppler shift may be calculated easily from a model in
which two men stand on the bank of a river. The velocity of the water in the
river may be thought of as the wave velocity in the medium. One man, A,
who is located upstream throws corks into the river at equal time intervals T,
which may be thought of as the period of the souzce. The other man, B, who
is located downstream measures the time interval T’ between the successive
passages of corks. T is the period of the received wave. If the men do not
move, T = T and there is no Doppler shift. Letv aand vy, be the magnitudes
of the velocities of the two men.
(@) Use this model to calculate the Doppler shift when v, =0 and
vy is directed downstream.
(b) Modify this model to explain the Doppler shift of the returning
echo when the target is moving.
(c) Derive the approximate formula quoted in Sec. 1.3 when
vglc <1,

1.2 Snell’s Jaw states that the angle of incidence, i, and the angle of refrac-
tion, r, of a geometric ray are related by V,sin i = Vysin r for the Model in Fig.
1.3.. A medium whose velocity is a function of depth, ¢ = ¢fz), can be approxi-
mated by a sequence of layers each of thickness k# and velocit ¢y,¢;,... as
in Fig. 1.4.

Set up a recurrence relationship for the angles, i, , of the geometric ray,
and carry out the limiting process as A - 0. Show that when the velocity func-

tion ¢fz) is continuous, one obtains
4

x(z)=x(0) +sin i, J' T{(ﬁ_’—dz__?
o{ [c_(_z?] -sin? io}
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Figure 1.3-Illustration of Snell’s Law.

0 : .
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Figure 1.4—Ray propagation in a stratified medium.

I

as the equation for the ray path. In this equation ¢(0) = velocity at z = 0 and
i, is the angle between the tangent to the ray and the z-axis at z = 0.

1.3  Use the result of Problem 1.2 to show that ray paths are circular arcs
when ¢fz) = ¢, + gz; ¢, and g are constants. Express the radius of the circle
and the coordinates of the center in terms of ¢, g, and i,.

1.4 Assume in Fig. 1.1 that the source @ is 10 m below the surface and the
target T is 110 m below the surface. A pulse 2 ms in duration is transmitted |
and two echoes are received. If one echo travels by the path QT and returns
by TQ while tha c.rer echo travels by the path QT and returns by 7SQ, what
is the largest hc':1zontal range between Q and T at which the pulses do not
overlap? Use ¢ = 1,500 m/sec.
i
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7 - 1.5 Use Eq. (1.1) to calculate the range at which a target can be detected §
50% of the time for the values M = 0dB, S,=110dB,T7=10dB,a=0, and i
4 N =-50 dB. What is the range when the frequency is 5 kHz and attenuation 1
. e 1s introduced? ;
3 i
1.6  Give a detailed derivation of Eq. (1.1). A
1.7 Modify Eq. (1.1) so that it will apply to passive listening. g
)
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Chapter Ii

ANALYTIC DESCRIPTION OF A SIGNAL

2.1 The Fourier Integral

Whether one thinks of the transmutted signal as an electric voltage (or
curicnt) applied to an electromechanical transducer, the motional current of
«he active face of the transducer, or the acoustic pressure produced in the
water, the signal 1s a real furction of time which has a finite duration, finite
energy, and, practically speaking, a finite frequency range. It will be shown
that there is a mathematical contradiction inherent in the last statement. Sup-
pose that the signal 1s a real function of time which will be denoted E(?).
From an empirical point of view 1t 1s clear that any signal produced by an
experimenter must satisfy the condition

En=0,1t>T, T>0, @2n

where T 1s a suitably large time. This statement follows from the fact that the
equipment has a date of construction and it will be dismantled at some later
date. It will be convenient many times to approximate £(¢) by analytic func-
tions such as exp[-at®] or exp[-at] which do not satisfy Eq. (2.1). Conse-
quently, it 1s not desirable torestrict the discussion by imposing the restriction
(2.1).

One can introduce a less restrictive condition on the function £(z) that
has considerable mathematical merit and which can be justified from phystcal
considerations. If £(t) 1s an electric voltage in volts that is developed across a
one ohm resistor, the energy dissipated in the interval of time At seconds is
approximately one mho X E?(£)At joules. The approximation becomes better
as At becomes smaller provided E(t) is continuous in the interval Az. Conse-
quently the following discussion will be restricted to signals E(¢) that satisfy
the restriction

+ oo

j F*(t)dr s bounded. 2.2

-0

It will be assumed that the reader has some knowledge of Fourier trans-
forms so that 1t is necessary only to describe the notation that will be used and

17
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list a few of the principle formulas. The standard reference is Titchmarsh
(1959;, but this book requires considerable mathematical maturity on the
part of the readec. A more elementary but excellent account may be found
in Guillemin (1949). This book, like all of his other books, is pleasant to read
and is ideally suited for scientists with a background in engineering or experi-
mental physics.

It is desirable to use a notation for Fourier transform pairs that enables
one to associate them immediately. One convention frequently used is that
followed by Titchmarsh who uses the lower case letter, say e(z), for the func-
tion and the corresponding upper case letter, £(f), for the transform. How-
ever, it will be found desirable to save upper case letters for special usages so
the practice of Beran and Parrent (1964) will be followed. A circumflex will
be used to denote the Fourier transform of any function. Thus e(f) and E(f)
are the Fourier transforms of e(f) and E(¢), respectively.

The following statement is a paraphrase of theorem 23 of Titchmarsh
(1959). If a complex function E(¢) is such that

im
T_mf LE() |dt< oo

~T

2 and it is continuous for all ¢, there exists a function E(f), called the Fourier
: transform of E(¢), such that
.., +o0

E(t)= j E() eti2nft gf (23)

T P T

(%

and

TRTR

+ o0

£p= j E() e-i2nft . 2.4)

XY

Gilieo)

' The condition of continuity can be relaxed to one of a countable number of
' discontinuities of bounded variation. At any point of discontinuity of £(z),
Eq. (2.3) must be replaced by

.
1

%{E(rm) + £(e-0)} = f Em eti2nft gf 2.5)

- 00
This situation will arise, for example, if one calculates the Fourier transform
ofadcpulse E(t)=1, 1t IKT/2,E(#)=0, ¢t 1> T/2.
A short table of Fourier transforms is given in Appendix 2.1.
The integrals in Egs. (2.3) to (2.5) may be interpreted as ordinary (im-
proper) Riemann integrals familiar to all students of calculus. They are valid,




TR T v T amaA v wras g e

e e ¢ i RS T L e N

SEC 2.1 ANALYTIC DESCRIPTION OF A SIGNAL 19

however, if interpreted as Lebesgue integrals. The nature of Lebesgue integrals
will be discussed briefly in Section 4.2.3.

One will notice that the exponentials in Eqs. (2.3) and (2.4) contain a
factor 27. This factor is distributed differently by different authors so that a
minor confusion sometimes arises. Some mathematicians prefer to emphasize
the symmetry by distributing this factor as 1 /27 in front of each integral.
In books that stress engineering applications the variable f is sometimes re-
placed by w/2n. In this case a factor 1/2x occurs in the right member of Eq.
(2.3). One also finds in some engineering texts that i has been replaced by j.

One of the primary interests in this book is the study of real signals (7).
When E(¢) is real, one sees from Eq. (2.4) that E(f ) will be real if E(-r) =E(+1),

a condition that is not generally satisfied. Also, (f) will not vanish for all
negative frequencies for real pulses.

There are two formulas that will be used frequently. If £(¢) and G(r)
are two functions which may be complex and if E(f) and G(f) are their Fourier
transforms, one has the Parseval formula (sce Titchmarsh, p. 50)

+00 +o0 :
f B G df = f E() G*(¢) dt, (2.6)

where the asterisk denotes complex conjugate. The Fourigr transform of the
product E(¢) G(r) can be shown to be the convolution of £(f) and G(f): that
is the Fourier transform of £(¢) G(¢) is given by

+ o0

Ep*ém= j B ) dfy @7

- 00

This equation may be considered as the definition of E(f) * G(f) A converse
formula is valid for the function whose transform is E(j) G(f)
When the signal E(¢) is real, Eq. (2.6) implies

400 400
J EX(f)dt = f \EG) * df. (2.8)

This result can be interpreted in a most useful manner. If E(t) is thought of as
a potential difference in volts developed across a one ochm resistor, the integral
on the right of Eq. (2.8) becomes, when multiplied by one mho, the total
energy dissipated in the resistor. Consequently, one is tempted to interpret
the integrand on the right as follcvs:

1 mho X | E‘(f,) P Af = energy dissipated in the frequency band

.1+ 4f)
s (29)
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where f, is a value, f<f; <f + Af, dictated by the theorem of the mean. Equa-
- tion (2.9) is an assumption that is justified on the heuristic grounds that it
gives results in agreement with experiment, but, in principle, any quantity
could be added to the left of Eq. (2.9) so long as it did not change the value of
. the integral in the right member of Eq. (2.8). The function | £(f) 1 will be
called the energy spectrum of the signal. The reader should note that it is de-

fined for negative as well as positive frequencies.
Since the integral on the right side of Eq. (2.3) must be real for real sig-

nals, one concludes that

E(=) = EX(f) (2.10)
3 and

_ ) |E(-f) B=E(P) ?. (2.11)
? .

AV This shows that the distnibution of energy versus frequency is symmetric about

f=0, and one may, in discussing the energy of real pulses, restrict the discus-
sion to positive frequencies by adding a factor of two to the left member of
Eq. (2.9).

2.2 Application of the Fourier Integral to Linear Networks

The Fourier integral will be used most extensively in the following work
so it may be well to develop a few of its consequences. This will not only il-
lustrate the transtorm relation but will provide results for future references.
A common device 1 electronics is a linear network such that when an input
voltage E; exp(+ iwt), w =2nf, is introduced at the input, as in Fig. 2.1, an
output voltage E, exp(+ iwf) resuits which is related to the input by

' Eoeﬂznft = )’;\’f) E,eﬂz"f‘ , (2.12)

| a relationship that must be defined for all f. The reader will note that f’(/) is

a dimensionless quantity. It is possible and not uncommon to build devices

other than lumped constant networks that perform linear operations on E,(¢)

3 which can be described by Eq. (2.12). For convenience such devices will be
called generalized networks.

3 The reader will have noticed that the input voltages in Eq. (2.12) and

Fig. 2.1 are complex quantities whereas it was stated earlier that real signals

were of primary interest. The orthodox attitude 1in mathematical physics 1s

that only real quantities can have physical significance. Whenever a complex

quantity such as E; exp(+ iwt) is used to represent a physical quantity, it is

understood that at ail times either the real part or the imaginary part of the

|
|
§
{
:




SEC2.2 ANALYTIC DESCRIPTION OF A SIGNAL 21

TRANSFER FUNCTION

Y ()

+iwt

Ei(t)=Eje Eo(t)=Eoe ™

Figure 2.1-A generalized, linear network.

complex quantity must be interpreted as the physical quantity. The use of
complex numbers in the analysis is abundantly justified by the greater ease of
the manipulations.

When an arbitrary real signal E4t) 1s applied to the input of the general-
1zed network, one may use Eq. (2.4) to resolve the signal into sinusoidal com-
ponents and apply each of these to the input of the network. Since the net-
work 1s linear, the output is the sum of the outputs for each of the sinusoidal
inputs. One has

+00
E)0) = f YO Edn etr2mlt gf (2.13)

This equation shows that (0) E'T‘,(j) is the Fourier transform of E,(?), but
according to the remark after Eq. (2.7) this means that £,(¢) is the convolu-
tion of Y(¢) and E(¢), or'
oo
Ey(t) = J Y(r) E{t-1) dr. (2.14)

-0

1t 1s the quantity Ei(f) df and not E{) that has the same physical dimen-
sions as those of E,(r). Thus if the dimensions of E,(r) are volts, say, the di-
mensions of E{f) are volt seconds. The dimensions of Y(7) are second-'.

The generalized network is said to be physically realizable if (1) the re-
sponse £,(r) is identically zero for all ¢ <0 when Et) = 5(¢), the Dirac delta
function?, and (2) the amplitude and argument of the complex function Y(¥)
are even and odd functions of f, respectively. The first restriction insures that
one does not violate causality by having an output before there is an input,
while the second condition insures that E,(t) is a real function of time 1f £i(¢)
is real.

YThe proof of this assertion is not rcadily apparent from the material presented. A dem-
onstration will be given 1n the next session.

*The Dirac delta function will be discussed 1n the next section.
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When Eq. (2.14) is considered in the light of condition (1), it is noticed
that Y(r) must vanish identically for 7 < 0. This means that Eq. (2.14) may
be written as

+00

Ey(» = _J‘ Y(7) E(t-r) dr (2.15)
0~
whenever the network satisfies the conditions of physical realizability. The
lower limit of the integral is written as O- to insure that one integrates “across”
the point 7 = 0. This is necessary since Y(r) may contain a Dirac delta func-
tion, 8(7).

23 The Relation between Signal Length and Bandwidth %

The existence of Fourier transforms assures one that the shape of a

pulse E(7) and its energy spectrum Il'?(t) I* cannot be specified independently. N
As an example of this relationship consider a dc pulse whose shape can be ap- 3
proximated by the error function %
E() = L ~t2)20
= fane € . (2.16)

a

The total area under this curve is unity and the shape of the curve becomes
more sharply pointed as o approaches zero. If one carries out the integration
required to find the Fourier transform, one obtains

o AR,

E() = e%Qnfo)? .17

Sl

When Eqgs. (2.16) and (2.17) are compared, one sees that they have an inverse

dependence on o. As o is made progressively smaller, the signal £(r) becomes

shorter in time, but the corresponding energy spectrum E(f) becomes broader.
! If one defines the time duration T of the signal as the time during which
E(1)/E(0) is greater than ¢!, say, and the bandwidth W of the pulse as the
frequency range over which E(f) is greater than ¢, one finds

e
3
<
e
3
o
t
4
=
Y.
E

Wr=1. (2.18)

Equation (2.18) was derived for the special case of a dc pulse with a
Gaussian shape. The reader will find it instructive to carry through a similar
analysis for the pulse obtained by multiplying the right-hand member of Eq.
' (2.16) by cos wyt. A short calculation will show that Eq. (2.18) is valid for
this modulated pulse as well as for the tone burst £(2) = cos(wyt + ¢), 12 1<
| T2, E(1y=0, It 1> T/2. Here @ is a constant phase angle.
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The equality (2.18) is a specializeu relation that must be replaced by the
inequality WT > 1 when one conriders general pulse shapes. One can define a
time duration T and the bandwidth W for an arbitrary signal and prove that
W T is greater than or equal to (2) a constant near unity for all pulses. A
demonstration of this statement is given in an interesting paper by Gabor
(1946). Actually the mathematical principles involved are closely related to
the famous uncertainty principle of Heisenberg in quantum mechanics. The
resemblance is not surprising when one remembers that in quantum mechanics
a component of the momentum is the Fourier transform of the corresponding
positional coordinate.

The limiting forms of Egs. (2.16) and (2.17) as ¢ - 0 are of especial
interest since £(¢) approaches the well known Dirac delta function 8(¢). This
is a function that is identically zero for ¢ # 0 and for which

+b

f 8(Ndt=1,4ab>0 . (2.19)
~-a
Integrals that involve the delta function are easily evaluated since
+b
fD8(@)dt = f(0) , a5 >0 (2.20)
-1

provided f(¢) is continuous at ¢ = 0. The reader should note that the dimen-
sions of & are sec™ in this case.
One has from Egs. (2.16) and (2.17)

a0 E(r) = &(1)
and

lim ~ = {

-0 EN)=1.

Consequently, one is tempted to consider §(¢) and the constant unity as Four-
ier transforms of one another. Hence, one writes in a purely formal manner

400

() = f eti2nft gf .21
400

I = J 8(r) ei2nft gr (2.22)
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The arguments leading to thesc equations were based on an appeal 1 one’s
physical intuition, but clearly, the integral in Eq. (2.21) does not exist i1 the
mathematical sense of the word. Nonetheless, these Fourier transforms may
be used in analysis and will give correct answers. The reader who 1s interested
in learning more about the historical and analytic background of the delta func-
tion is referred to Chapter V of the book by van der Pol and Bremmer (1950).

As an illustration of the ugefulness of the delta function, let us derive
Eq. (2.14) from (2.13). Replace Y(f) and E{f) by their transforms and change
the order of integration. This yields

+c0 + 00 + o0
Eoy= f Y(r1) dr, f Egraydr, | et o tno0 gy,
The inner integral is the same as that in Eq. (2.21) except that ¢ 1s replaced by
t-1, -1;. Consequently, one has (making use of the symmetry of the delta

function)
+00

400
Eo(D) =f Y(ry) dny f E(r;) (12 = (¢t -1 )) drp .

By using a shght modification of Eq. (2.20) one arrives at the desired result.

+00

Eo(f) = j Y(r)) E; (¢t -)dn .

00

The generalized linear network in Fig. 2.1 was characterized by the
frequency response Y(f). Needless to say, one could use the Fourier transform
Y(¢) equally well. Thisdunction 1s normally introduced into the analysis in a
different manner. Suppose that the input to the network s the delta function
8(f). The corresponding output function h(z) is called the impulse response.
One sees immediately from Eq. (2.15) that when the input function Eff) =
5(1), the output function Ey(¢), which by definition is the impulse response
h(?), is given by

Eo(t) = W) = Y(O) - (2.23)

Thus one has the important result that the fiequency response Y(f) and the
impulse response are Fourier transforms of one another.

The discussion of the delta function has caused us to digress from the
origmal topic of this section, namely, the relation between time duration 7 and
bandwidth W. The connection between T and W given by Eq. (2.18) is typi-
cal of many design restrictions that will be encountered below. If one wishes to
measure the time of arrival of a signal with great precision, one makes T very
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small, but this gan in accuracy is paid foi by the necessity of increasing the
bandwidth. Likewise, if one wishes to measure accurately the Doppler result-
ing from target motion, one must utilize a narrow frequency band W in tre
signal spectrum. This gain in the accuracy of doppler measurement is paid for
with a long pulse. Consequently, as long as one uses simple pulse shapes for
which Eq (2.18) 1s valid, one cannot make simuitaneous, accurate measure-
ments of doppler and range.

The remarks of the last paragraph should be elaborated upon to avoid
misunderstanding. In order to achieve accuracy mn the measurement of range
one must use a pulse with a broad frequency spectrum W, but this is not nec-
essarily a pulse that has a short time duration 7. Similarly, one can measure
doppler accurately provided the pulse has a long time duration T. This does
not mean necessarily that the signal has a narrow bandwidth W. Both of these
requirements can be achieved at the same time by designing a signal for which
the product W T 1s large, say 10? to 10*. The character of such pulses will be
discussed further in Section 2.5.

2.4 Hilbert Transforms

The representation of the signal by a real function £(¢) is not entirely
satisfactory. First, the mathematical analysis of circuit theory can be carried
out more readily with complex analytic functions than with real functions.
Secondly, the presence of energy components in the negative band of frequen-
cies 1s not entirely satisfactory from a physical point of view. Further, Eq.
(2.10) shows that all of the information about the Fourier transforms of a real
pulse is contamned in E(f) for non-negative values of f. For hese and other
reasons an alternate representation of the signal has been proposed.

One may associate with the real function E(¢) that represents the signal
a second function E1(¢} . '. that E(z) + 1E*(z) is an analytic function of the
complex variable z =t + 4 Further, this association may be achieved in such

a way that the complex funciion E(r) + iE(¢) of the real variable ¢ has a Four-
ier transform which vanishes for negative frequencies. In order to show how
this can be done, make use of Eq. (2.10) to rewrite Eq. (2.3) as follows:

o

~

E(t) = 2 Real J E(f) er12nft gf . (2.24)
0

If one expresses I'::(f) n polar form, say
EW) = A() 20N (2.25)

where A(f) and ¢(f) are real functions, Eq. (2.24) may be wnitten

e
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oo
EQ@) = 2] A(P)cos [2nft+ o (] df . (2.26)
0

One may use this representation as a guide in forming the associated
signal E%(f). One may consider a hypothetical network which will shift the
phase of each frequency by 90° without changing the amplitude A(f). The
output of this network, designated Fi(t), is

o0

Ei(s) = ZJ. A(N)sin (2aft+ 0 (N ] df - (2.27)
0

Any detection system, such as the human ear, which is not sensitive to phase
will respond to £(z) and E¥(¢) in the same manner so that to this extent they
are the same signal. When the two signals E(¢) and £9(z) are combined, one
has the complex signal

e(t) = E(t) +iEi(D) 2f A(f) eti2nft + io(f) df

0
=2 f E(fy eri2nft g, (2.28)
0

The evaluation of the Fourier transform of ¢ (¢) will be carried out in
detail since it will furnish another example of the use of the delta function.
When Eq. (2.28) is substituted into Eq. (2.4), one obtains

400
8 = f e(t) e2nft gr
-0

+ 00 -}
=2 f dr f B,y evanfat -inft gy,
T (]
o0 +00
= 2J~ "(ﬁ) df f eti2n(f1-Nt dr .
O -00

It has been assumed in the last step that the change in the order of integration
is permissible. When the second integral in the last member 1s compared with

e - -
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Eq. (2.21), one sees that this integral is 8(f;~f). Hence, one has

o0

£ = zf E(r)8(h-p dfy -
0

If f is negative, the delta function vanishes throughout the entire range of
integration. On the other hand, if f is positive, the integral is readily evaluated.
Thus one has

28() iff>0
8 = E0) iff=0 (2.29)
0 ifF<0 .

It is not apparent from the preceding analysis, but Titchmarsh (1959)
proves that the two functions £(7) and Fi(¢) are Hilbert transforms of one
another. By definition this means that

+ 00
Ei(p) =~7‘; E(tl*) dr' (2.30)
Yo t -t
and
+ o0
1 1
po-- L1 e @3

The bar through the integral sign indicates that Cauchy’s principal value is
understood. This means that the improper integrals are evaluated as

s}

-00 00 t+e

A brief table of Hilbert transforms is given in Appendix 2.2.

Born and Wolf (1959) and others refer to E(¢) + iEi(f) as “the analytic
signal belonging to £(7).” I is well known that if E(f) is composed of a narrow
band of frequencies centered about f, (and, of course, a similar band centered
about -f,,), it is us2ful to represent it in the form

E(t) = Ey()cos|2nfot+ )],
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where E,(f) (= 0) is referred to as the envelope of the signal. Born and Wolf
show that

]
%

%
Eo(0)= [E*0+ [B]?] " .

An interesting paper by Cron and Nuttall (1965) shows how one may use
the Hilbert transform to calculate the distortion of a wave reflected from an
acoustic bottom at incident angles more grazing than the critical angle. The
examples in their paper are an excellent supplement to the matenal presented
heie.

The importance of Hilbert transforms 1n analysis 1s not generally realized.
As an example 1t might be mentioned that they are also used in the theory of
dispersion relations of quantum mechanics (see pp. 6-11 of Screaton, 1961).

In summary it might be well to point out some of the advantages and
disadvantages of the Hilbert transform. On the credit side is the fact that there
1s an elegant expression for the envelope of a narrow-band signal. Also, if one
wishes to discass doppler shifts, there is a great advantage in having only posi-
tive frequency components in the analytic signal. On the debit side is the fact
that a second funciion, E1(t), 1s introduced in the analysis which in many cases
must be generated internally in the signal processing equipment. It s at this
point that an extensive knowledge of Hilbert transform theory on the part of
the designer may lead to significant simplifications in the circwatry. It must be
remembered that if one carries out an analysis of a system by transforming to
analytic signals, one must also transform the expression for the background
noise to the equivalent analytic representation.
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2.5 The Ambiguity Function

It was pointed out above that simple pulses could be designed to give
goud range resolution or good doppler resolution, but not both. However. it
is possible to introduce complications into the pulse structure so that range
and doppler can be detected simultaneously. The suitability of a given puise 2
for the resolution of both range and doppler can be discussed with the aid of
a function called the ambiguity function. The motivation for this definition
cannot be appreciated fully until the concept of a matched filter is discussed
m Chapter VII.

The significance of the ambiguity function for echo ranging was first
pointed out by Woodward (1953). The motivation behind the definition of
the ambiguity is discussed in some detail by Price and Green (1960). The £
present discussion will be hmited to a definition and a brief statemaut of a
few of the properties of the ambiguity function. Since doppler shifts will be
introduced, the analysis will be slightly easier if one utilizes the analytic func-
tion £(¢) rather than the real signal E(¢) in order to avoid the complication of
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negative frequencies. Suppose that the amplitude of the signal £(¢) 1s adjusted
so that

+00

j €O Pdf=1. (2.32)
0

It might be noted that this integral gives twice the energy associated with the
real signal. The reason for this 1s that the addition of a second signal in quad-
raturc doubles the energy.

When the signal £(t) 1s reflected from a moving object, there will be a
doppler shift f; in the frequency components, and since one 1s not certain of
the exact time of return for the signal, one should introduce a delay in the time
of arrival of the signai of amount 74. When these two shifts are introduced,
the spectrum of the analytic signal becomes

€ (ft+[fy)er2nfrd .

Suppose now that thus shifted and delayed signal is detected with a filter whose
frequency response is € *(f). the complex conjugate of € (f). It will be shown
n Section 7.2 that this is the response of a filter which maximizes the signal-
to-noise ratio when the background is a white noise. The output of the filter
15 a function of time but attention will be fixed on the value at 7 = 0, since, as
shown below in Section 7.2, the maximum value of the signal-to-noise ratio
occurs at £ = 0. The output of the filter is given by Eq. (2.13) when ¢ = 0.
Since we are concerned with an analytic function, the output will be a com-
plex number. Hence, the ambiguity function is defined as the square of the
absolute value of the output of the filter, 1e.. the ambiguity functiony/? is

wz(fd’fd)=} f E*NE +fy) er20f1g a'fl2 . (2.33)
4 :

1t 15 not difficult to show that this integral in the frequency domain can
be replaced by an integral in the time domain to give the equivalent definition

oo

.
\llz(fd\fd)=lf e (NeXr+rg)ei2zfaTarl® . 239

The ambiguity function is a measure of the spread of the pulse e(¢) in
frequency and time. In fact, tie width of the ambiguity function considered
asa function of 74 when f = 0 isapprcximately the reciprocal of the bandwidth
of the signal, and the width as a function of f; when 74 = 0 is approximately
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the reciprocal of the signal duration. If the signal 2 (¢) is normalized so that
the total energy is unity, one can easily show that
¥3(0,0)=1 (2.35) ;
{
and ;
+00 f:
£
ff wz(‘fd;f“v) drddfd =1. (236) ;ﬁ
-0 i
Hence, when one represents the ambiguity function by a surface over the 1y, g
fa-plane, the total volume under the surface is a constant independent of the
shape of the signal. E
H

Figure 2.2, which is reproduced from Fig. 10 of the report by Green
(1963), shows the characteristic functions of a few pulse shapes. In the first
three figures the values of 7W are near unity and there is a single maximum in
the surface Y. The first two figures are self explanatory. The third pulse,
which is a pulse shape similar to E(f) = exp(-at®) cos(w,t + bt?), can be used
to measure either doppler or range provided the other quantity is known. A
pulse shape like this is frequently used in measurements of range on stationary
targets.

If one wishes to malke an accurate, simultaneous measurement of range
and doppler, it is necessary to devise a signal shape which has an ambiguity
function that is concentrated near the origin. Unfortunately, Eq. (2.36) in
conjunction with Eq. (2.35) insures that this cannot be done unless one pays
the price of having wide skirts on the ambiguity function, secondary maximum
in the ambiguity function, or both. An example of the latter difficulty is
shown in Fig. 2.2(d). In this case, which was analyzed by Woodward (1953),
the short pulses of Fig. 2.2(b) are repeated at regular intervals. The envelope
of the pattern is gaussian. The resulting ambiguity function has a beautifully
sharp peak at the origin so ihat range and doppler can be measured simultan-
eously with great accurucy. Unfortunately, there are many secondary peaks
whose amplitudes are not negligible. This pulse shape can be used only when
one knows approximatcly he range and the doppler and is able, consequently,
to gate out all but the primary peak.

Figure 2.2(e) is an example in which a pseudorandom noise of long dura-
tion is used to achieve a single, sharp peak in the ambiguity function. In this
case there is a single maximum but this peak is surrounded by a high level
skirt. This skirt will not c. use serious trouble if the target has a well defined
range and doppler. [t will be noted that the signals (d) and (e) both have a
large TW product and that the accuracy of measurement increases as the TW
product increases.
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WAVEFORMS AMBIGUITY FUNCTIONS
R r waUT
W @‘"t {a) LONG PULSE (Tw=1)
1
f
1 r— W:=1/7 (

{(b) SHORT PULSE (TW=1)

W % () SWEPT - FREQUENCY PULSE
2oy

2

o

ye
%‘% (d) LARGE - TW PULSE TRAIN
2/AI JE %

(e) PSEUDONOISE (LARGE - TW
CONTINUOUS WAVEFORM)

Figure 2.2— Ambiguity functions of typical gaussian-shaped pulse waveforms
reproduced by courtesy of Lincoin Laboratory.,

When a target is broad in range and doppler, the skirts of pulse (e) and
secondary lobes of pulse (d) lead to a form of self noise. Price and Green de-
fine a scattering function which in effect resolves the echo into range and
doppler increments and show that the total signal received is the convolution
of the ambiguity function and this scattering function. When the scattering
function is spread in range and doppler, the unwanted features in the ambigu-
ity function contribute significantly and uadesirably to the received signal.
An example of a target spread in range is a complex target which is large com- ,
pared to wavelength and which may be considered as an assemblage of discrete ;
scatterers, If, as the target changes aspect, target strengths of the individual :
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scatterers change rapidly, one has a target that is spread in range and
doppler.

The nature of the ambiguity function is important in the study of vol-
ume and surface reverberation. The source of reverberation is scattering from
objects which are distributed in range, and which, especially in the case of
volume reverberation, ma: be distributed in velocity.

An interesting paper by Lerner (1958) discusses the question of design-
ing pulses with large value of TW which have desirable ambiguity functions.
He discusses also the use of a bmary shift register to produce pseudorandum
noise pulses.

2.6 Suggestions for Further Reading

A working knowledge of the simple properties of the Fourier transforms
will be necessary for many of the topics discussed below. This materal is
available 1n many places. The books by Guillemun (1956) and Titchmarsh
(1959) provide excellent accounts both of Fourier and Hilbert transforms at
two very different levels uf mathematical sophistication. An extensive table of
Fourier transforms was compiled by Campbell and Foster (1931). Tables f
Fourter, Hilbert, and other tiansforms are given by Erdélyi (1954).

Good accounts of the Hilbert transforms are not very common. In ad-
dition to the references of the last paragraph one can refer to Born and Wolf
(1959) and Beran and Parrent (1964). These two accounts are concerned with
electromagnetic waves but the reader can apply their comments and formulas
to the acoustic case. The importance of Hilbert transforms in the field of
acoustics 15 certain to increase. The paper by Gabor (1946) is fundamental
and should be read carefully. The reader is also referred to a report by van
Schooneveld (1963).

The ambiguity function is another topic whose importance for under-
water acoustics will increase steadily. In addition to the writings of Woodward
(1953), Lerner (1958), and Price and Green (1960) already mentioned, the
reader should also refer to a paper by Siebert (1956), a paper by Stewart and
Westerfield (1959), and a report by Green (1963).

e

L e

e

EE

QA U g

C ARG St SRARAGL PR

W




k)

g FE IR T g MR

oo

+
E(ty= f E() ete2afe gf

APP. 21 ANALYTIC DESCRIPTION OF A SIGNAL

Appendix 2.1

Fourier Transforms
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+
E() = f E(t) emi2nf1dy
-0

(O E)
(2) aky(0)+ bl

(3) Edn) Ex(0)

(4) £y(D)*Ln=
+ 00

f Ev(t) Ex(e-ty) dry

-o0

(5) Ear) a>0

(6) E(-1)

A

General Formulas

~

E
a El(f) + bi‘:z(f)
EXN*E(N=

400
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Functions
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Hilbert Transforms -
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PROBLEMS
2.1 Evaluate the transfer function f’(f) and the impulse response h(¢)for the
three circuits in Fig. 2.3. Simplify your answers by introducing the time con-
stant T = RC in circuits @ and b, and w,?=1/LC and Q = R/w, L in circuit ¢.
R
A ——o
E,(1) FC Eqlt)
a. ALOW-PASS FILTER
C
— | :
E,(1) é R Eolt)
b. AHIGH-PASS FILTER
R
va -)
Ei(t)e EL T ¢ Eolt) 1
c. A BAND-PASS FILTER
Figure 2.3-Ittustrations for the problems.
. .
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2.2 Adc pulse £4(¢) defined by
Eo()=0,:<0,t>T,
= Eo 0<t< T]
is applied to the low-pass filter of Fig. 2.3a.
(a) Derive an analytic expression for the output.
(b) Whatis the ratio of the total energy of the output to the total

energy of the mput 1if Ty = RC/2? For the purpose of this question interpret
total energy as the integral of the square of the voltage.

§
2

g 3 e bt Wi

2.3 In order to specify the frequency response of a narrow-band filter of
bandwidth W it is tempting to assume

YOO = 1, 1f-fo I< W2
0, If-ful>wr2 ,
where f, is the center of the passband. R
(a) Give two reasons why this definition for Y(f) is not physically
acceptable.

(b) Show how one of these objections can be overco.ne by a change
in the definition of Y(¥).

ot A 0 b

2.4 Cauchy’s theorem states that if f{z) 1s an analytic function in the interior
of and on a simply connected curve C,

_ Az2)dz
) = i f =
C

B T

where the closed contour mntegral 1s evaluated on the path C n the counter-
clockwise direction. Show how one may utilize this theorem to find the
shape of the pulse £(¢) whose Founer transform 1s defined by

WS e

wap AR LA A

Soa 1 1
! D = o= b avanren)

S %“"mx

where a and f,, are positive, real constants.

3 Hint. Let C be a semicircle with diameter on the real axic and let the radius
become infinite. There are two cases according as the semicircle is above or $
below the real axis

2.5 Calculate the Fourner transform of the umit step function H(¢) defined
by Ht)=0,t<0,and H() =1, + > 0.

Hint. Furst evaluate the transform of the approximation H,() =0, t <0, and
Hy(t) = exp(-at), t > 0 and take the hlmit asa = 0.
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2.6 The limiting process described in the last problem produces a singnlarity
at f = 0 for the function H(f). Can one obtain a correct value H(¢) for the
transform by using Cauchy’s principal value defined in Eq. (2.31)? If not, F
how must one interpret the Founer integral in order to obtan a correct 2
answer?

2.7 Evaluate the integral

11
I= J‘f (6-2x-2y) & (y-x¥)dx dy .
00

2.8 Show that the Fourier transform No. 13 of Appendix 2.1 1s a special !
case of No. 14 :

29 Denive the Hilbert transform No. 9 of Appendix 2.2 :

2.10 Compute the ambiguity function y? for the pulse

E(t) = exp{-(at)z} cos 27f, 1.

[P

Construct a model or plot contours for the special values a = 1,000 sec™
and ¢ = 10 sec™!
Hint  Introduce approximations in the integrals by neglecting the “tails” of
the integrals of the error functions.

S B B oK

2.11 Compute the ambiguity function 2 for the pulse
= 2 |4 W
E(?) = exp{-(at) } [ cos 2m (fo - -,)—) t+cos2n (fo + 2—) t].

Compare your answer with Fig. 2.2d.
Hint Use the same approximations described in Problem 2.10.

2.12 A filter response E*(f) 1s associated with a real signal £(1). Similerly,

one can define a second filter response £*(f) corresponding to the analytic

signal &(t) associated with E(t), Show that the real part of the output of \
€ *(f) is equal to the output of [* when the inputs to the two filters are each

equal to £(1).

e -
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Chapter I

ELEMENTS OF THE THEORY OF STOCHASTIC PROCESSES

3.1 Description of a Random Process

Modern workers in probability theory make extensive use of the theory
oi real variables so that one cannot read their contributions without at least a
working knowledge of this theory. For this reason a formal definition of a
stochastic or random process will not be attempted until Sec. 3.3. Rather it
will be assumed for the moment that the reader has an intuitive idea of what
is meant by a random process and this intuitive concept will be delineated and
sharpened through examples and discussion. When a physical process yields a
quantity x(f) such as pressure or voltage which changes with time, one can
speak of the resulting function as a time series. When the nature of this time
series is such that one cannot predict with exactness the future values of x(¢)
from a knowledge of the past values, one may speak of a stochastic time series.
There are two cases that are of special interest in the present study. One may
observe the function x(¢) for a continuous interval of time, say 0 <t < T, or *
one may observe x(f) at a regularly spaced sequence of values nAT, n=0, 1,
2, ..., N. Both of these cases ar¢ important, but they differ sufficiently that
parallel analyses will be carried out frequently for each case. They will be re-
ferred to as continuous and discrete time series, respectively.,

In principle one may observe a time series x(¢) for -0 < ¢ <+o°, butin
practice a finite sample is all that one has tor study. One may form the average
of x(#) and of various functions of x(r) over the largest available sample. This
type of average will be called a time average and denoted with a bar. Thus’

to*T

X0 = %f x(0) dt G.1)
‘0

B Sl TPl

is the time average of x(f) over the interval ¢, <t <1, + T. It isclear that
x(?) will depend on both the value of ¢, and of T. If values of x(r) are avail-
able for a time interval large compared with 7, one can compute many values
of x(#) for non-overlapping intervals of length T corresponding to different

! This notation 1s inadequate since the duration 7 of the sample should be specified i the ‘1
left. This omission will be remedied in Eq. (3.10).
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SEC 3.2 ELEMENTS OF THE THEQRY OF STOCHASTIC PROCESSES 43

valucs of £,. In this way one can obtain some idea of the evolution in time of
the series x(¢). Time averages of any function of x(¢) can be defined in a man-
ner analogous to Eq. (3.1).

There is an alternate approach to the analysis of x(¢). One can suppose
that the experimental conditions which gave rise to x(¢) are repeated in a large
number of almost identical experiments. The variability of the experimental
conditions are chosen to reflect the statistics of che process. For example, if
one wiches to analyze the thermal noise developed by a resistor, one can ob-
serve the potential difference across one resistor for a long time or one can
imagine a very large number of similar resistors each at the same temperature
and measure at one instant the potential difference across each resistor. There
is no assurance that the average values obtained in these two manners will be
the same, since one may have, for example, a resistor whose temperature is
changing monotonically with the time.

An analogous situation arises in the case of reflection of sound froma
rough sea vottom. To simplify the discussion it is assumed that the water is
homogeneous and does not change with time, and that the average depth of
the water is constant. Suppose that an acoustic signal is transmitted from a
fixed receiver, reflected from the bottom, received at a detector, and the
amputude of the signal is measured at a fixed time delay relative to the trans-
mitted signal. One would expect that no matter how many times the experi-
ment was performed, the received signal would have the same value as long
as the conditions did not change. In other words, this is a completely deter-
ministic experiment in which cause and effect should apply without variation.
However, if the source and receiver were moving over an irregular bottom, the
sequence of received amplitudes would constitute a discrete time series. On
the other hand, one could ignore the fact that the series of measurements was
a time sequence and look upon the amplitudes as samples from a large number
of similar experiments. In this case the distinction between a time series and
an ensemble is almost a matter of definition.

The question of the precise conditions that must be placed on a sto-
chastic process so that one can he assured of the equivalence of time averages
and ensemble averages is one of the fundamental problems in the theory of
stochastic processes. This hypothesis of the equivalence betwecen time aver-
ages and ensemble averages, which is known as the ergodic hypothesis, was
introduced into the scientific literature by Gibbs in his work on statistical
mechanics. This hypothesis will be stated with more precision after some
preliminary concepts have been defincd.

3.2 Distribution Functions and Probability Densities

In a careful analysis of statistical theory it is necessary to distinguish be-
tween a random variable x and a particular sample value X of the random

B

\
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variable. This distinction will be made in the first part of the discussion. It is
a distinction that the reader shouid bear in nund ~ven when the notation is
simplified by its omission.

Suppose that one has a random varisble x whose behavior one wishes to
study. For convenience it 1s assumed that the range of possible values of x is
(-0, +00) and that from a priori considerations or from observation. one can
establish the probabuity of x having a value less than X. Thus it is assumed
that onv has a knowledge of a function? F(+) such that

F(X-0) = probability that x <X, ~eo < X < o0 |
F(X+0) = probability that x < X, ~ce < X <40, ¢
The function £(X) is defined to have the following properties:
lim FXj=0, lm FX)=+1,
X —oo X = to0 (.3)

FXy)-FX,)20if X, 2 X, .

The first two equations of Eq. (3.3) are an assertion of the scale of values
assigned to F(+). Unity 's adopted as the measure of a certain event. The third
equation is an assertion that as the range of “acceptable” values of x is in-
creased, one carnot have a decrease in the probability of obtaiming an “accept-
able” value.

The function #(*) 1s called a distribution function. This function has
interesting mathematical properties, since it need not be continuous nor have
a derivative at every pomnt of its range of defimtion. For example, suppose
that the value of x is determined by the flip of a bent coin by the rule that
x =--1 if a tail turns up and x = +1 if a head turns up. The results of this ex-
periment can be described by a distribution function F(X) with the following
properties. F(X) = 0 for X < -1 since it is impossible for x to have a value
less than -1. F(X) = 1 for X = 1 since x is certain to have either the value -1
or +1 1n each experiment. If the probability of a tail occurring on any flip is
p. the distribution functior, in accordance with Eq. (3.2), will be defined bv
F(X)=p for-1 € X <+1. It will be noted that the vaiues of F(X) arc as-
signed so that F(X) is cominuous irom the right. Thus by definition F(-1)=p
and F(+1) = 1. This distribution function 1s dlustrated in Fig. 3.1.

2In careful mathematical usage one distinguishes between a specific value of a function
f(x) and the function itscli f(*) [his notation will be followed when the emphasis 1s on
the function rather than on the argument of the function.

PP M

[

H
3
1
p
]
i
¢

b B L e i 8, S e ok

B A R e, gt e W

s iy




b et a e R
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If the range of values that x may have is continuous and there are no 1so-
lated values having a probability different from zero, 1.e., if it be assumed that
F(X) is absolutely continuous, one may take the derivation of F(X), F'(X) =
fUX) to get a probability density or frequency function associated with the
distribution. The probability density 1s related to the distribution function by

X
F(X) =J fy)dy . G4

It 1s evident that the distnibution function is a more general concept
than the frequency function. In general the distnbution function can be repre-
sented umquely as the sum of three distribuuon functions

F(X) = F(XD + Fy(X) + Fi(X) (3.5)
where
F,(X) = the absolutely continuous part
Fq(X) = a step function with a countable number of discontinuities.
This s a function that 1s constant everywhere except at these
steps. An example of such a function 1s shown m Fig. 3.1.
Fy(X) = a singular function, 1.e., a function that 1s everywhere con-

tinuous and has almost everywhere a derivative equal to
zero.

In the examples considered m this bock the distribution functions will not
contain a singular part.

h
F(X)
1 —_——
P
-»X
-1 0 +1
Figure 3.1~ An example of a distribution function F(X).
s
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The reader is aware from the discussion of the delta function that the
function Fg(X) can be described by a frequency function composed ¢ » sum
of delta functions. Thus in the case of the coin flipping described by Fig. 3.1
one could write formally

o) = ppy+ ) + (1 -p)é(y-1) -

These ideas can be repeated for a pair of random variables and extended
readily to a large finite number of variables. The distribution function
F,(X, Y) for a pair of random variables (x, y) is a function such that

F,(X-0,Y-0) = probability that x < X and y <Y,
o X< 40«00l Y < +oo
F, (X+0,Y +0) = probability that x< X andy <Y,
~o < X <+, 0 Y < oo, (3.6)

It is required that

lim FQ(X,Y)=0 R lim F;(X,Y)=+1
X, Yoo X, Y > +too

The function F,(X, Y) should contain the distribution function F,(X) and
G1(Y) of X and Y in the sense that

Fy(X49) = F1(X), Fy(+2°, Y) =Gy (Y) - (€}))

The functions F;(X) and G;(Y) are called the marginal distributions associa-
ted with F,(X, Y). The reader should note that this is not a reciprocal relation
since, in general, F,(X, Y) cannot be determined from a knowledge of F(X)
and G, (Y).

When one considers V simultaneous random variables X, (i=1,2,...,
N), one will have an Nth order distribution function Fy(X;, X2,..., Xn)
which contains all of the lower order distribution functions as marginal distri-
butions. If the function Fp(+) is absolutely continuous in each variable, one
can take partial derivatives to get the corresponding probability densities.

33 Random Variables and Stochastic Processes

It was mentioned earlier that the modern theory of probability is firmly
rooted in the theory of real variables, but, unfortunately, this body of mathe-
matics 1s not familiar to most physicists and engineers. Consequently, if one
endeavors to make statements using this terminology which are simple enough
in form to be understandable intuitively, it is most probable that no one will
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be pleased. The mathematical reader will object that the statements are inac-
curate while the physical reader will think they are incomprehensible. Even
50, this difficuit path will be attempted. The reader who wishes to pursue the
theory with some rigor is advised tc read Cramer’s (1946) excellent introduc-
tion to real variable theory.

In the examples of the last section the intuitive concept of the set of
points on the real axis was used to define the distribution function of a single
variable. Actually, this concept can be extended to a general set of points.
The totality of points under consideration constitute a space A®. A set of
points of this space will be denoted L, and any point will be denoted A. With-
out entering into the details, since this involves measure theory, it is sufficient
to say that (with suitable restrictions) a probability measure can be assigned to
each set L of points contained in A. . .is is actually the procedure indicated
n Eq. (3.3), since A 1s the real line, L is the interval x, <X <x, +x, and A
is any point of the line.

This brief description may enable the reader to understand the follow-
ing definition of a random variable which is taken from Doob (1953, p. 5).

“A (real) function x, defined on a space of points A, will be called a
(real) random variable if there 1s a probability measure defined on A sets, and
if for every real number a the inequality x(A) < a delimits a A set whose prob-
ability is defined, that is, a measurable A set. Thus

F(a) = probability that x(A\) < a

1s defined for all real a. In mathematical language a (real) random variable is
thus simply a (real) measurable function.”

Thas approach may be generalized significantly. Suppose we consider a
function of tlie time x(f) where ¢ may be confined to an interval 0 <<t < T.
These functions can be interpreted as the points A of the space A so that the
space A will be the set of all functions x(f) which satisfy suitable restrictions.
Thus leads to the concept of a family of functions {x(t, )\)} where each A de-
termines the function and a probability measure is associated with each set L
of points A. If one restricts the discussion to N sample values x(nAt, A),
n=1,2,...,N, thc space A wiu nave a finite number of dimensions.

Following Doob again, one can define a stochastic process as any family
of random variables or functions {x(t, A), teT, 7\6/\} . Here we shall think of
x as the random variable; ¢ is the time at which x is observed, T is the range
of values of ¢ open to observation, and A is a point of the space A on which
a probabihity distribution has been defined. If T’ the range of the parameter,
is finite or denumerably infinite, x(¢, A) is called a sample sequence rather
than a sample function.

31n the mathematical Iiterature, such as Doob (1953), the Greek letter w is regularly used
for this purposc. It is desirable to rescrve w for angular frequency, 2xf.
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These ideas can be generalized in either or both of two ways. One may
replace ¢ by several parameters, #1, f3, ..., t,, each of which has its range
T; (i=1,2,...,n). For example, in discussions of the topography of the
ocean bottom x(#;, t,, ) would be a sample function describing the depth x
as a function of horizontal position (¢,, ¢,). Similarly, n discussion of ran-
dom inhomogeneities in the water 6(¢,, t2, ¢3, A) could be the temperature of
the water at the point (¢4, ¢;, t3).

The other way of gene-alizing the function x(¢, A) is to consider a set of
functions x, (¢, A), x2(t, N), . .., xp(t, A). For example, these could be the
simultaneous outputs of n hvdrophones. A special case frequently encountereu
in the literature 1s that of two functions x(z, A) and v(z, A) which a;e combined
to form a complex random variable z(z, ) = x(t, A} + iy(t, A).

If these definitions are unsatisfactory to the reader for any reason, he
may prefer to consider probability distributions that refer to a single sample
x(¢). One may say that a stuchastic process is any process running along n
time that is governed by probabilistic laws. The probability laws in this ap-
proach are stated in the form of the distribution function F,,(+) for n observa-
tion of the process. Thus if one observes the values x,, x5, ..., x,; of the
process at the times fy, £, . . ., t,, respectively, these values are governed by
a distribution function

Fp(X, =0,£,5X,-0,155. . ;X4 -0, ¢,,) = probability that
x<X,i=1,2,...,n{ 39

The stochastic process will be completely defined only if the infinite set of
functions F,,(*), n = 1, 2, 3,... 1s known. Often the experimental evidence
1s hmited so that only the first two or three functions are known. Any func-
tion F,(+) contans all lower order distributions as marginal distributions as in
Eq. (3.8).

The two pomts of view set forth in this section may appear at first
glance to be completely different, but fortunately, they have a great deal in
common for many statistical processes. Historically the two points of view
arose in the development of statistical mechanics. If one has a liter of hydro-
gen molecules, for example, at standard conditions, one can, in principle,
follow the evolution in time of the system and attempt to evaluate the proba-
bility density of position and velocities of the molecules. Alternately, one
can conceive of an infinite number of vessels, each containing one liter of
hydrogen molecules at standard conditions. One can attempt to find the
probability density by determining the position and velocity of each molecule
in each sample at any one instant of time.

The American physicist Gibts introduced the hypothesis that these two
points of view are equivalent and that time averages over one sample are com-
pletely equivalent to ensemble averages over all samples at one instant of time.
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This hypothesis, known as the ergodic hypothesis, has given rise to an extensive
mathematical theory. Unfortunately, the mathematical statements and proofs
of the theorem are not easy to apply to physical situations, and one’s physical
intuition is not always a safe guide. This point will be discussed further as the
need arises.

A readable but brief discussion of these 1deas 1s given i Chapter 1l of
Cybernetics (Wiener, 1948). A good account that is a happy balance of phys-
ics and mathematics 1s given by Khinchin (1949).

3.4 The Concepts of Stationarity and Ergodicity

One’s everyday experience assures one that the first order distnbution
function F, (X, t,) may depend on t,. For example, suppose that a signal is
emitted by a transducer and x(¢, A) is the instantaneous pressure at some point
produced by the returning reverberation in a single experiment. The range of
values of x(+) that one may expect decreases with increasing time. In many
cases this decrease follows a simple law so that by introducing some type of
time varied gain, one can remove this trend and convert the time series to a
new one which 1s free of this variation There are other time series, for ex-
ample the number of families of cephalopods in existence in any geological
time, which are evolutive and which would lose most of their sigmificance if
the time variation were removed. The distinction between these two cases is
not entirely clear cut, because, for example, even with the addition of suit-
able time varied gain, the reverberation will finally vanish. However, it seems
reascnable to suppose that samples of the reverberation can be analyzed suc-
cessfully as though they were samples of a stochastic process that continued
forever.

The time series x(¢; A\) will be said to be stationary wn the strict sense
when all of the distribution functions F,(X, t; X2, t25.. .5 Xp, ty) are in-
variant under the time shift t > r + £, for any value #,. It will be seen later
that this definition can be weakened and still lead to usefu} results Ths is
the reason for the qualification “strict.” The example of reverberation given
above makes it clear that real stochastic processes only approximate to mathe-
matical definitions of stationanty, and part of the skill of the statistician is
the ability to judge when the assumption can be apphed to the data under
analysis.

One 1s now in a position to discuss more quantitatively the concepts
introduced in Sec. 3.1. If one has a family of time series{x(t, .\)} where ¢ 15
the time parameter and X indicates the sample, one has the choice of forming
a time average of one sample over some finite time interval T or of fixing the
time ¢ and averaging over the ensemble parameter A. The latter can be achieved
readily by utilizing the distribution function F(X) to define the ensemble
average of x(¢, \) as
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400
(x(t, ))Y=E{x(t, N} = f XdF(X) . (3.9)
-0

In general, this integral must be interpreted as a Stieltjes integral discussed in
Sec. 4.2.2. However, if F(X) is absolutely continuous, one can replace dF(X)
by fIX) dX, where f{X) 1s the probability density, and interpret the integra! as
a Riemann integral. A brief discussion of the Stieltjes integral is given in Sec.
4.2.2. If the process {x(t. 7\)} is stationary in the strict sense, the distribution
function F(-) is invariant under the translations ¢t = t + t,, and the value of the
integral in Eq. (3.9) is independent of the time, ¢.

The second member of Eq. (3.9) is referred to as the expectation of the
random variable x(z, A) at time ¢. The angular braces in the first member will
be used in the present account to denote the ensemble average, although many
authors use this notation for the time average and use £ } exclusively to
denote ensemble average. Occasionally an expression will contain two distinct
ensemble averages, as it seems better to have two notations available for this
kind of average.

The time average over an interval T is defined as

+7T/2
TEN = ;7 x(t, N dt . (3.10)
T/2

If the time series is not continuous but consists of a discrete sequence of sam-
ples x(nAt, A\), one replaces this definition by

N
XN ) = ;VZx(nAt, N @3.11)
n=1}

The ergodic hypothesis mentioned above can now be stated with more
precision. This hypothesis asserts that if (1) a stochastic process is stationary
in the strict sense, and (2) it cannot be subdivided into two or more suben-
sembles each with probability different from zero or one, then one may equate
corresponding time averages and ensemble averages. For example, if a proc-
ess is ergodic one may assert that

im x7(s \) = {x(5, \) (3.12)

T

for every sample choice A with the exception of a few pathological cases the
probability of which are zero. The left member of Fg. {3.12) does not depend
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on t so the right member cannot depend on . It has already been remarked
that this will be the case if the process is stationary in the strict sense. Con-
versely, the right member does not depend on A so the left member cannot
depend on A. Crudely speaking, this means that each sample of the process
must be typical or, if one is a little more precise, any sample of the process
which is not typical must have zero probability of occurrence. For example,
if one half of the samples of the process has a time average of zero and the
other half has a time average of unity, one could not expect that any sample
chosen at random would be representative of all the samples.

The assumption of ergodicity is severe, but it is one that greatly simpli-
fies the analysis. For example, one can interchange time and ensemble aver-
ages readily in the course of a discussion. Unfortunately, this interchange is so
convenient that one tends to make use of it even when it is unnecessary. As
a result one tends not to distinguish whether or not a result really requires the
assumption of ergodicity.

In the earlier discussions it has been suggested that many of the proc-
esses such as reverberation which arise in sonar measurements fail to meet the
assumption of stationarity only because of a variation in intensity level that
could be corrected for by means of a clever automatic gain control (AGC).
Unfortunately, this is not always true. Volume reverberation, for example,
consists of reflections from small obstacles or inhomogeneities in the medium.
The nature of and the motion of these obstacles may vary with the range so
that the returning signal has changing statistical parameters over and above the
simple spherical spreading losses that can be removed by AGC. In the case of
passive listening the signal and noise may not be stationary because of time
1 variations in the sources and/or the transmission medium. A discussion of sig-
nal processing will not be complete unless it faces up to these problems. In
particular, one must endeavor to determine a relationship between departure
from stationarity and the degradation of performance.

-

RO

3.5 Variance and Correlation Functions

i Ensemble and time averages of a random variable are defined in Eqs.
' (3.9) and (3.10), respectively. Similar definitions can be made for the average
of the product of two samples of a stochastic process. These averages, which
; are generally called second order moments, are so important that a wide va-
riety of names have been introduced in the literature to describe them. The
nomenclature introduced below follows closely that of Bonnet (1965b).
‘ These definitions have been discussed with Professor Bonnet, who has agreed
3 to certamn extensions of the notation to include time averages.
Suppose that one has a sample x(¢, ) of a stochastic process that is
governed by the second order distribution function Fo(X,, t,; X5, t;). The
1 covariance I(t,, t,) is defined by

R T e 2 o SR e e — - = - T.;ii—
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+90 + 00
Lty 22)=<x(8)) x(22)) = J‘ X1 X dFy(Xy, t4: X2, 12) .
Soo'00
(3.13)

If one wishes to stress the fact that the two values x(¢,) and x(#;) are from the
same sample function, one may speak of the autocovariance. It should be
noted that no assumption has been made regarding {x(z, X) ). If {x(¢, A)) =0,
the process 1s said to be centered.

If the stochastic process is stationary in the strict sense, the distribution
function F, () is invariant under a time translation. Hence, the integral in Eq.
(3.13) will depend only on the time difference 7 =¢; ~ t,. In this case one

nay write

C(r)=(x()x(t+1)) . (3.19)

The function C (7) 1s called the correlation function whether the process is
centered or not. Since the process is stationary one knows that (x(f, A) Yis a
constant, say X. Some authors, such as Middleton (1960), prefer to define the
covariance function as

Nt 12) = [x(t) - E{x(11)}] [x(t2) - E{x(t2)} 1)

which reduces to Eq. (3.14) when {x)=0. Agam, one can add the prefix
“auto-" if one wishes to stress the tact that x(¢) and x(¢ + r) are from the same
sample.

One can write down a time average that is similar to Eq. (3.13) by de-
fiming the time correlation function as

+7/2

N+ = m L xX(6, ) x(t + 1, N dr . (3.15)
T oo T

X1/2

When the process is ergodic, the correlation function and the time correlation
function are identical functions of 7 and either one may be replaced by the
other.

The concept of ergodicity is not entirely satisfactory from a practical
standpoint because there is no simple method of testing a sample of a stochastic
process to see if the process is ergodic. Often one has only a finite section of
one sample so that Eq. (3.15) can be evaluated approximateiy, but there is no
assurance that the result 1s a satisfactory approximation to the correlation
function.
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It is obvious that strict stationarity and ergodicity are rather strong as-

7 sumptions and that for many purposes a weaker set of hypotheses will suffice.

For example, if one is willing to restrict a discussion to ensemble averages, the

question of ergodicity can be 1gnored. Alternately, if one only wishes to dis-

cuss second order moments, one may be content to assume only that{x(t, \))

1s a constant and that the correlation function C (7) exists. In this case one
says that the stochastic process is stationary in the wide sense.

Whether the process s stationary 1n the strict or the wide sense, the cor-
relation function C(7) has somv interesting properties. First, it is a symmetric
function of 7. Secondly, C (0) 1s the mean square value of X(t, A) so it 15
closely related to the power associated with the process.

Wiener (1953, p. 154) proves that if the time correlation function de-
fined 1n Eq. (3.15) is continuous at 7 = 0, it i‘s continuous for all real values

. of 7.
The s*ndard deviation ¢ is a quantity that is closely related to the co- §

vartance function. One defines
J o? = ( [x(9) - E{x(D}]*) (3.16)

E and o as the non-negative square root of o>. The standard deviation o does 3
not depend on the time if the process 1s stationary in the wide sense. If the ]
square on the nght side of Eq. (3.16) 1s expanded, a moment’s calculation
shows that

0* = C(0) - [E{x(n)}}? (.i7)

3 If the process is ergodic and centered, one has

+T/2 :

3 o= lim L x3(8)dr., (3.18) 4
T oo T
=T/2

The acoustic signals which are the inputs to the hydrophones in sonar appli-
k. . cations will almost always have an average value E{x(t)} that is zero. How-
' ever, in the analysis of systems used in signal processing, one encounters sto-

; ‘
chastic variables whose average value is not zero. b
If the random variable 1s a complex number, the definitions given in

< ‘ Egs. (3.13) and (3.14) should be modified by replacing the second factor in
? each integrand by its complex conjugate. When this is done for the correlation
, function C (7), one sees that C (0) is still real but C (-7) = C* (+7) where the

asterisk means complex conjugate. The present analysis, however, will be re-
stricted to real variables.

i
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The important theorem that | ((r) | < C (0) for all 7 will now be proved
for an ergodic process where the covariance function is equal to the time corre-
lation. The proof will be based on the time integral so that one mayintroduce
the Schwartz inequality. It is left as an exercise for the reader to prove the
inequality without the assumptions of ergedicity. The proof is given below in
the discussion leading to Eq. (11.9).

In order to prove that | C (1) | < C (0) for ergodic processes one may uti-
lize an important inequality known as the Schwartz, the Cauchy-Schwartz, or
the Bunyakovsky inequality, according as one reads the German, French, or
Soviet literature. This inequality states that if one has two real functions g(x)
and h(x) whose squares can be integrated over an interval (g, b), then )

i
_§
3
%

b

b 2 b

f gx) h(x)dxy < f g2 (x) dx f h(x)dx . (3.19) !
a a a

A proof of this inequality is given in any good book on analysis; for example, i

Al Titchmarsh (1939, p. 381).
. When this inequality is applied to the integral in the right member of

3 Eq. (3.15), omitting the factor 71,“:;0 one obtains ;
- i
> 1
; , T/2 ? 3
o 1; J x(t, ) x(t +T,N)dty < ;}
T2 )
+T/2 +T/2
: f @ Ndt . L f X (TN dr .
=T/2 T/2
This inequality holds for all values of T, and, consequently it holds in the )

‘ limit as T — . The two integrals on the right each approach C (0) while the
expression in the braces on the left approaches C (7). Hence one has the
inequality

1C(r) 1<C(0) . (3.20)

In view of this inequality the autocorrelation function is sometimes normal-
ized by defining

| R(M = C()/C) . (3.21) %
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The function R (1), whose magnitude is never greater than unity, is called the
normalized autocorrelation function. It is sometimes referred to as the corre-
lation coefficient but this 1s improper since R (1) is a function and not a

number.
As an illustration of the autocorrelation and the autocovariance func-

tions, consider an oscillator whose phase is random. That is, suppose

x(t,N) = apcos 2af, t — N}, (3.22)

where ;

a,, fp = constants

t= {tl-o<t<+e}

and

>
1]

. random parameter with a probability density
1 1/2n,0< A< 21,

It is easy to show, by means of a simple trigonometric identity, that
‘o x(t, A) x(t + 1, \) = Y%a,? cos (4nf,t - 2\ + 2af,7)

+%a,? cos (2nf,7) -

F
AT M AR PR i

One may take the time average of this quantity by applying Eq. (3.15) or take
the ensemble average by multiplying by the probability density of A and inte-
grating over the range of A. In either case one obtains

TR P

C(7) =+ %ay? cos (2af,7) . (3.23)

T

As a second example, consider the random variable

L2 g

{ x(t, N) = ag cos (br? -N) (3.29)

where

ay, b = constants

’ A= random parameter with a probability density 1/27, 0<A<27.

A httle algebra and trigonometry will enable one to show that

-
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x(t, N x(t+1,0) = %a,?cos [2b(r +7/2)% + %br? - 2\] +
Yaa, *cos (2btr + br?) (3.25)

The family of random functions defined 1n Eq. (3.24) differs from the family
defined in Eq.(3.22) in that 1t is not invariant vnder a shift in the time. Hence,
the present family 1s not stationary and one must not expect the time average
and the ensemble average to be equivalent. If one applies Eq. (3.15) to Eq.
(3.25) on= gets the interesting resuit that

C(ry=1,r=0
0,7#0]|.

(3.26)

In order to evaluate the integrals one can make use of Peirce’s (1529) formula
No. 487. On the other hand, if one performs an ensemble average, one
obtains

Cx(t, ) x(t + 7, N)) = Yaa? cos (2btr + b7?) . (3.27)

The careful reader will have noticed that in the development extending
from Egs. (3.13) to (3.20), the concept of stationanty in the strict sense was
not utilized fully. The only assumption made was that C(0) existed and that
averages such as those in Egs. (3.15) and (3.16) depend only on 7. These
slightly weaker assumptions are referred to as stationarity in the wide sense.

3.6 The Gauss Process

Of the limitless variety of distribution functions F,,(+) that may be en-
visaged, there is one class of functions that has been used most extensively in
the analysis of acoustic signal processing systems. This process has an abso-
lutely continuous distribution function so that one may describe 1t umquely
by the probability density function which 1s the gaussian function of n van-
ables. This process is used widely 1n analytical studies for two reasons. First,
the integrals that anise in the analysis are relatively easy to evaluate. Secondly,
the process 1s completely specified by the second order moments.

A stochastic process x(¢, A) is said to be gaussian if every finite set of
sample values x, = x(z,, A), i = 1, 2, ..., N, satisfies the frequency function

N

i Vi
ﬂxl»XZs v axlv)z l(;—:‘)';v/l—z— eXp _%‘Z am"{xln— (x(rm)>}
m,n=1
{xn - (x(ty) )}] (3.28)
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In this expression | a,,, 115 the N X ¥ determinant of the coefficients a,y,,,.
One may assume without loss of generality that a,,,, = @y -

This aefinition of a gaussian process does not presume a stauonary proc-
ess, since the quantities {x(z,,) ) and a,,,,, need not be invariant under a trans-
lation of the time. However, most of the gaussian processes that are of interest
in acoustic signal processing are staticnary in the wide seuse, and, further-
more, have the property that the average value of each sample {(x(#,,) ) 1s
zero. Consequently, it is sufficient to restrict the discussion to frequency
functions of the form

_ lag,
fxy, %2, cxy) = =

; (A eB-L ) dmn et (329)

2

m,n- 1

wherce the quantities a,,,, are functions of ¢, - r,,, only. If one integrates f{»)

400
with respect to each varnable x,, 1.e., if one applics the operator fdx, for all
-C0

p—

1=1,2,....N, except =k, the resulting expression 1s the probability density
or frequency function for x;. (f the series for x(z, A) 15 stationary, the re-
sulting frequency function for x; 1s @ gaussian function independent of £, .

One can utilize the frequency function (3.29) to calculate the ensemble
average of the products x,x, which are the second order moments® Hy. Thats,

/-‘1[ = (x,x, Y. (330) !

One finas quite generally that the second order moments u,, are the cofactors
Aj of the determinant A = | g,, | divided by the determinant 4, and conversely.,
Thus if M 1s the determinant g, |

By =Ay/A and g, =My/M . (3.31)

These general results will be illustrated for the case NV = 2. By virtue of
Egs. (3.28), (3.29), and (3.13), one has

400
l @y, V2
(x, X3 )= —azz;;ﬁ‘—‘ff X1 X2 exp[—-’/;(a“x,z'flanx,xz
Loo

tay x:z)] dx, dxz .

*This defimtion of uy will lead to kg (3 31) only when {x(2,) ) = 0 for all 1,,, Otnerwise,
one must introduce the central second order moments by

Hy =ﬁ{[ xp-{xtp] | x,—(x(t,))l} .
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This integral can be evaluated readily by the following steps. First, hold x,
constant and complete the square of x; in the exponent. The resulting integral
with respect to x, can be evaluated with the aid of a table of integrals. Then
the process can be completed with respect to x, . This gives

P12 =) %, >=-“-3'-’ -%i, (332)
as required.

As the time interval ¢, - ¢, becomes larger, the two samples become
more independent and one would expect {x X3 ), it 2, and a;, to approach
zero. In this case the frequenicy function f{x,, x,) approaches the product of
two independent gaussian functions of the form

fixy)= /5;1 exp[--;—a" Xxxz]
1 2

flxz) = \/2_2-; exx’[—-—an X2 ]
2r 2 J

Since, for a stationary process, these distributions must be the same, one con-
cludes that a;, = a,; and, in general, 2, = @; in Eq. (3.29).

Two reasons were given above for the popularity of the gaussian process
in analysis. A more cogent reason is that many processes observed experi-
mentally approximate very closely to the gaussian proccss. An interesting ex-
ample that leads to a gaussian process is the shot effect. When an electron
impinges on the nlate of a vacuum tube a discrete electrical pulse is produced
in the plate circuit. If the electrons arrive at the plate in a random manner,
the resulting current in the plate circuit is a stochastic process. Rice (1944,
1945) has analyzed this phenomenon and shows that as the number of elec-
trons per second increases, the stochastic process approaches a gaussian proc-
ess. This model of the shot effect can be applied to many acoustic phenomena
such as the collapse of cavitation bubbles. The noise at the surface of the
ocean generated by wind and waves seems to be of the same nature.

Admittedly, many experimental time series are not gaussian. For ex-
ample, in the Arctic Ocean there is a low frequency noise background due to
the fracturing of ice caused by thermal stresses. This noise source is like the
shot effect except that the number of events per unit time is too small to
yield a gaussian process, Measurements of this nongaussian noise are presented
by Milne and Ganton (1964).
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However, if one has infoimation about the behavior of the second order
moments only, one can represent this process by a gaussian process having the
same mean and second moments. Thus, unless one has experimental evidence
about the third order moments, one may as well assume that the process i®
gaussian.

The preceding statement is a special case of a more general result proved
by Doob (1953, p. 72). In this theorem it is supposed that T, the range of 1,
is given and two real functions u(f) and r(s, t), [s, €T} are given. The second
function is subject to the conditions

(1) s =nrts)

(2) ifty, ta,. .., ty is any finite set from T, the matrix 1l n(z;, ) |l

is non-negative definite.
When these canditions are satisfied, there is a real gaussian process x(z, A),
(teT’) for which

(x(t, \) )= u(t)
{x(t;, N) x(t,-, A) )= {x(t;, M) < x(t,-, A)) =y, t,') .

If the N X N matrix || (#;, #) il is non-singular, the probability density of the
N samples x(¢;, ), i=1,2, ..., N is given by Eq. (3.28) when the matrix
Il ap Il is the inverse of Il r(t;, ;) i

To demonstrate the original assertion it 1s sufficient to point out that if
u(#) and r(s, ¢) are determined from a real, nonstationary process, the condi-
tions of the theorem are satisfied and the “equivalent” gaussian process is de-
termined uniquely.

Tire necessity of the second condition imposed on (s, #) is easily demon-
strated. Suppose that one forms the square of a real, linear combination of N
samples of the process x(z, ). Since the quantities x(¢;, A) are real, one must
have

N 2

Z bl X(t“, A) > 0 .

=1

If ore now takes the ensemble average of this quantity, one finds, upon inter-
changing the order of summing and averaging,

N

Z (x(t;, N) x(t,, )\))b,‘bi 20,

ij=1

or

o e as

———————— - ————————— e a2
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N
? nt;, tl') biby 2 0, (3.33)
n1=1

for all possible real values b;. This is just the condition that the matrix li (¢,
;) |l be non-negative definite.

The reader should note carefully the difference between a gaussian dis-
tribution and a gaussian process. The expression gaussian distribution may be
applied to any random variable whether it is a sample from a process or not.
The first order probability density of a stochastic process may be a gaussian
funcuon even though the process itself is not gaussian. For this reason one
sometimes hears the unjustified statement that an experimental time series was
“proven” to be a gaussian process when all the speaker had demonstrated was
tl.at the first order distribution was gaussian.

3.7 The Autocovariance Function for a Clipped, Gaussian Noise

One can illustrate the 1deas developed in the last few sections by calcu-
lating the autocovariance function of a perfectly clipped noise. The resuits of
this example will be needed later. Suppose that one has a stationary, sto-
chastic process x(#, A) that is gaussian and whose mean is zero. A new time
series y(z, A} 1s generated from x(z, ) by the nonlinear function

(e, ) = +1ifx(, A) = 0
(3.34)
(e, \) = -1 if x(t, ) < 0.

The problem s to calculate { (¢, N) y(¢,, X)) from Eq. (3.13) with the aid of
Eqg. (3.29) for the special case N = 2.

The calculation of { ¥(t;, A) ¥{£2, N} ) = ( y, y2 ) can be facilitated by
considering the two dimensional cartesian coordinate system (x,, X,) illus-
trated in Fig. 3.2, where each point Q represents a possible pair of values x, =
x(t, \). x3 = x(t5. A). The probability that a sequence of two observations of
the y-series 1s (+1, +1) is the probability that the point @ is located in the
first quadrant. Simularly, the probability that the sequence of values be (-1,
+1), (-1, -1). or (+1, -1) 1s the probability that the point Q falls in quadrants
I1, I, or 1V, respectively. The probability that the point Q 1s located in quad-
rants 1, IL, 111, or IV may be denoted P,, P,, P3, or P,, respectively. These
four events are mvtually exclusive so one may add probabilities. Thus, the
probabulity that y,, ¥, = +1 is the probability that Q is located in the first or
third quadrants which is P; + P;. Sumilarly, the probability that y,,y,=-1
is P, + P,. Since the pomnt Q is certain to fall in one of the four quadrants,
it follows that

[P — - - . - - e - B

T e 4

T gt B bR BN

gy P A el + A

AR v VA, o s it ) et

WA ST,

—




iy

Y 4

[

5 T

R AN e e A, S e T ARG i ok = ~

S mTRMEA S amrri e ks S i on e

SEC3.7 ELEMENTS OF THE THEORY OF STOCHASTIC PROCESSES 61
X2 |
I I
i Q(X,,X,)
> X,
11 v

Figure 3.2—-The two-dimensional space in which pairs
of possible observations (x,, x;) can be represented by
points, Q. and the four quadrants I, I, 1L, and 1V,

PitPy+Py+P, =1, (3.35)
In the case of two variables, Eq. (3.29) becomes

fxy,x)= vA

2n

exp['%(all xlz + 2, X1 X2 tay x22)]
(3.36)

where 4 =ay; ay, -a,° anday; =a,,. The probability P, is given by

Py =ff fx1,x2) dxy dxp (3.37)
00

The details of the evaluation of the integral for P, are given in Appendix 3.1
where 1t is shown that

P, =i{1 -12; s (an/a“)} . (3.38)

Since a,, =a,, one sees from the symmetry of Eq. (3.26) that P; = P;. Hence
the probability that y, y, =+1is

7 .
P, +P, =15{] - = sin ! (au/au)}

J
o
A
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and, by virtue of Eq. (3.35) the probability that y, y; =-11is

1_)2 +P‘ = -;-{l +‘2- Sin-l(an/all)} .

n
The expected value Ofyl V2, E{yl yz} = (yl Y2 Yyis+l X (Pl +P3)+(-1)X
(P2 +P4)0r

(Y1 y2 )=-% sin™! (a12/ay;).

When the process is stationary in the wide sense, this formula can be put
in a more elegant form by introducing the normalized autocovariance function
Ryx(7), 7 =t -y, of the process x(¢, A). By virtue of Eq. (3.30) and a similar
calculation for u,y, one can show that Ry(7) = a2 /a;;), and so

(1 y2 >=% sin”™! Ry(7) .
Thus is already normalized so one may write

Ry(7) =% sn™! R(7) . (3.39)

The functional relationship (3.34) is invariant under a time translation.
Consequently, if x(¢, A) is an ergodic time series, y(¢, M) is ergodic, and Eq.
(3.39) is valid for ensemble averages as well as time averages.

3.8 Suggestions for Further Reading

There are a large number of books that discuss random processes at an
intermediate level. Most of these are motivated by signal processing or control
systems, and although they are usually excellent, they do not open the door
to the mathematical literature. The best introduction to both the mathemati-
cal and the statistical developments is Cramér (1946). Two books directed
towards stochastic time series are Bartlett (1956) and Hannan (1960). For
the reader with considerable mathematical maturity the book by Doob (1953)
is strongly recommended.

The French literature in this field is excellent. One might mention Lévy
(1948), Loeve (1948), Blanc-Lapierre and Fortet (1953), Blanc-Lapierre and
Picinbono (1961), and Bianc-Lapierre (1963).

The material in Section 3.7 should be supplemented by an important
report on clipped noise that was written during World War II. Fortunately,
this report has been published recently (Van Vieck and Middleton, 1966).
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Appendix 3.1

The Evaluation of Eq. (3.37)

It is required to evaluate the integral

O OO0
1=2§ff exP[‘%‘(anxlz + 2,x1x, + auxgz)]dx;dx; .
00

Transform to polar coordinates x; = r cos ¢, X, =r sin ¢. This gives

n/2 oo
1=—§\/-’::f d¢f exp[—-%(aur2 +ayr? sin 2¢)}rdr
0 0

ay tay, sin 2¢

If one changes the variable by 2¢ = x, one finds

n
1 =£_
4
0

an tapsinx

This integral can be evaluated by means of Peirce’s (1929) Eq. (298). By
means of a trigonometric substitution suggested by the fact that 4 = an’-

122, one obtains

1
r=241-%
i
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PROBLEMS

3.1 Three ideal coins are tossed and the resulting number of heads that result
are counted. Tabulate the probabilities for the possible cases that arise and
draw the corresponding distribution function.

3.2 ustrate the Cauchy-Schwartz inequality, Eq. (3.19), for the functions
flx)=1+x?,g(x) =x> and the range (q, b) = (0, 1).

3.3 Doesclipping increase or decrease the magnitude of the normalized auto-
correlation function of a gauss stochastic process? Give mathematical reasons
for your answer.

3.4 A sinusoidal signal E(¢) = E, cos 2nft 1s passed through an ideal, square
law rectifier whose output is x(¢) = E*(t). Compute the root-mean-square de-
parture of x(r) from its average value. If the output of the rectifier is filtered
with the low-pass filter of Problem 2.1, what time constant 7 must the filter
have in order that the root-mean-square departure be reduced by one-half?

3.5 ouppose that the water contans air bubbles the radius r of which 1s a
random vaniable. The probability density governing r is such that ¢nr (%n =
natual logarithm) is a Gaussian function of mean £n 4 and standard deviation
a. What is the average value of the volume of the air bubbles?

3.6 Consider Eq.(3.29) for the special case N = 2 and define 6® = py; = Uy
and p = py,/a? = pyy fo®. Express the probability density f{x;, x.) in terms
of o and p.

3.7 Two random variables x, y satisfy the frequency function, Eq. (3.29)

where x; = x, x, =y, M = 2. The variable y is hard-limited as in Eq. (3.34) to
give a new random variable y.. Show that

(xye )= \/;2:- {xy Moy

Note that the answer 1s correct even if the gauss process is not stationary.
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CHAPTER IV

Power Spectra s

4.1 Definition of a Power Spectrum

In Section 2.1 it was shown that there is a perfectly simple way to asso- ;
ciate an energy spectrum with a signal of fimte duration or, more generally, ;
with a signal of finite total energy. We now must consider the question of de- .
fining the equivalent of an energy spectrum for a stochastic time series. If
x(t, A) 15 a sample of a stationary stochastic process

+T/2
hm X3(t, N dr (4.1)

T = o0
T2

does not exist, and the energy dissipated in a one-ohm resistor by a current of
magnitude x(r. ) amperes 1s unbounded. One 1s tempted to say that nose
sources do not contimue forever, o one should consider as the prototype of
our noise source a time senes x7{(t, A) of finite duration defined by i

=x(t,\) , 1t I<T[2
xr(t, N 4.2)
=0 , 1t i>T2

This interpretation violates the important assumption of stationarity.

Alternately, one can give up any hope of describing a stechastic series
n terms of energy and introduce 1n its place an average power density defined
as

T/2
lim 1 2
Too T x“(t, N dt . (4.3)
¥7/2
When one compares this definition with Eq. (3.15), one sees that average
power density as thus defined 1s nothing but the time correlation function
for zero time shift. Thus € (0) 1s the average power dissipated 1n a one-ohm
resistor by a current of x(¢, A) amperes. Theoretical progress is blocked, how-
ever, because there seems to be no way to distribute the average power C (0)
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66 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC4.1

amongst the various frequency components. One cannot take the Fourier
transform of x(¢, A) since this function does not satisfy the condition given in
Eq. (2.2).

Suppose that in an effort to solve this problem one takes the Fourier

transform of x7{#, A) to get an energy spectrumx 7{f, A) and assigns an average
power density Wr(f)

W) = lx7 (A, VP ] T, o< f< o 4.4

to the finite sample. At this point one 1s tempted to overlook the fact that
x(z, N) is a sample from a stochastic process and to treat Wy(f) as though it
referred to a determimstic wave shape like those analyzed in Chapter II. In
any discussion of the function W7{f) one must remember that two averages
are mplied, the time average and the ensemble average, and that every state-
ment must be valid statistically for all samples of the process, i.e., for all
AeA, and not for the single sample from which W{(f) was obtained.

The analysis of the energy content of finite signals that was presented
in Chapter Il enables us to be sure that W{(f) is the correct average power
density to use in connection with the signal defined by Eq. (4.2) since

+00

f W) df = total energy inxr(t, A) . (4.5)

Middleton (1960, pp. 140-141) gives an excellent discussion of the reasons
why one cannot take the limit of W7{f) as T and interpret this as the power
density of the stochastic process. Rather, one must first perform the ensemble
average on W{(f) for fixed T and then take the limit as T-<c. That is to say,
one must first perform the ensemble average and then extend the time average
to all time. When the question of the urder of taking limits is this subtle, one
cannot rely on his physical intuition, but must follow carefully the correct
analytical procedures.

Although the problem of how one can assign a power spectrum to a
random tume series dates back to the 1890’s, when Rayleigh and Schuster en-
deavored to analyze light waves, a mathematical solution was not available
until 1930 when Wiener (1930) solved the problem. Khintchine (1934) ob-
tained independently a solution to the problem so the relevant formula Egs.
(4.7) and (4.8) are often called the Wiener-Khintchine formulas.

Wiener and Khintchine showed that if one has a real, stationary sto-
chastic process x(f, ), the function W(f) defined by

W) = lim <‘T1§7(,‘;7\)|2 ), (4.6)
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where the ensemble average must be carried out before T-<°, may be properly
interpreted as the power density per Hertz for <o < f < +eo. Further, they
showed the remarkable result that C(7), the autocovariance function, see Eq.
(3.14), and W(f), the power spectrum, are Fourier transforms of one another.

Thus
+00
cw) = f W) etitnfr df @7
400
W) = J C(7) ei2nfr gr . (4.8)

The functions C(7) and W(f) are symmetric so the Fourier transforms
may be replaced by cosine transforms. In this case the power is thought of as
restricted to positive frequencies. Thus one can write

C(@) =J 2W(H] cos 2afrdf 4.9)
0
2w(H] =J C(7) cos 2nafrdr , (4.10)
0

and refer to 2W(f) as the power density, 0 < f < +oo,

The Fourier transform of C(7) is denoted W(f) nstead of C(f) in accord-
ance with the notation stated in Chapter II. This change in notation is made
because the use of W(f) is fairly well standardized. The letter W will also be
used frequently asa bandwidth, but no confusion should arise since bandwidth
is a parameter and not a function.

The reader will have noted that a numerical constant with dimensions
must be added to Eqs. (4.6)—(4.10) if one wishes to assign a physical interpre-
tation to the symbols. Thus, if x is volts, ¢ is time in seconds, and W(f) isa
power density in watts per cycle per second, Eq. (4.10) needs a factor of one
ohm on the left side to make the units agree. The reader can supply dimen-
sional units in accordance with the requirements imposed by his problem, or
he can treat all quantities as pure numbers. In the latter case he can follow

e hermma—— At e ¥ e e ettt et et s e e e

. e e - - e e e - - — - .- R — B e b e =

"y
i
i
]




J e hinanall

68 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC4.2

Titchmarsh’s recommendation and assume that words like power, voltage, and
cycles per second are added to give an exotic flavor to the mathematics.

The pair of formulas, Eqs. (4.7) and (4.8) are not fully satisfactory as
they stand since they do not provide for a mixture of noise and steady tones.
Since a pure tone represents ideally the concentration of a finite amount of
power mnto a band of frequencies of zero width, one may enlarge the concept
of the power spectrum by introducing delta functions. Alternately one can
replace the power spectrum W(f) by an integrated power spectrum. In order
to do this one must introduce Stieltjes integrals. The details of this approach
are given in the next section. The concept of the integrated power spectrum
stands in the same relationship to the power spectrum W(f) as the distribution
function F(X) does to the probability density fx).

Suppose that one wishes to introduce a steady sinusoidal signal of fre-
quency f, and amplitude a, intc the noise by adding a delta function to W(f).
One cannot add a single delta function (a,2/2) 8 (f- f,) since the power spec-
trum must be a symmetric function of the frequency. Hence, one is led to
consider

wif) = (o 149) {8 (F + fo) + 8 (7 - fo)}- (4.11)
With this defimition of W(f), Eq. (4.7) yields
C(1) = (a0%/2) cos (2af,7) (4.12)

in agreement with Eq. (3.23).

Sice the functions C(7) and W(f) are Fourier transforms of each other,
the remarks made in Section 2.3 about the relation between the width of a
function and its transform are relevant. In particular, if one has a narrow-band
noise, the autocovariance function will decrease slowly with 7. Conversely, if
the noise has a broadband width, the autocovariance function will approxi-
mate a delta function.

For the sake of future reference it might be pointed out if one has a sto-
chastic process whose mean is zero, the mean square deviation of x, 6,2 is
given by

0y* =C(O)=J wW( df - (4.13)

=0C

4.2 The Theory ot Integration

The theory of integration is a highly sophisticated brarch of mathematics
to which monographic books have been devoted (see, for example, Saks, 1937).
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Nonetheless, it is possible to give a brief, usable introductinn, provided the
reader 1s willing to accept severe restrictions on the classes of functions that
will be treated. The text of Cramér (1946) has an excellent introduction to
the topics treated in this section. H

4.2.1 The Riemann Integral

Consider a real function f{x) defined over the closed interval
(a < x < b) and which is bounded over this interval. Subdivide this interval
by a set of points xy, X, ... ., X, such that

a=xo<x;<Xx3...<xp=b.

Let m; and M; be the lower and upper bounds of f{x) in the interval x, <x <
X;j+1,and let

n-1 n-1
Sn =§ my (xi+1 =X;) , Sp z Mixi+1 -xp) (4.19)
n=0 n=0

Now let n—+> in such a way that every interval x4+ -x, approaches zero. The
quantities s, and S, approach limits s and S as n—=. If these limits are the
same, their common value 1s by defimtion the Riemann integral

b !
f flix)ax . ’

The basic problem of elementary integral calculus is the establishment
of conditions on the function f{x) so that the Riemann integral exists. A
simple, but needlessly strict, assumption is that f{x). be continuous in the
closed nterval [a, b]. A finite number of discontinuities in f{x), each having
a fimte jump, is acceptable since the integral can be expressed as a finite sum
of integrals where each of these integrals is restricted to an interval over which
f{x) is continuous. On the other hand it is easy to define a function for which \
the Riemann integral does not exist. Suppose that one defined the function
f(x) so that f{x) = +1 if x is an irrational number and f(x) = 0 if x is a rational
number. In this case m, = 0 and M; = +1 no matter how the intervals x,4. -x;
are formed and s, and S, do not have a common limit.

There are so many excellent books which discuss the Riemann integral
that it is not fair to single out one for reference, Nevertheless, rather than
leave the reader with no reference, Chapter IV of Whittaker and Watson
(1927) 1s mentioned.
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4.2.2  The Stieltjes Integral

The Riemann integral can be generalized in the following
manner. Suppose, as before that one has a bounded, real function f{x) defined
over the closed interval @ < x < b. Suppose further that one has a bounded,
real function g(x) which is nondecreasing over the interval {a, 5]. The two
sums in Eq. (4.14) are now replaced by

n-1 n-1
w=)  milgli)g0)] » Sn Z M; [gcier) 805 |
i=0 i=0

(4.15)

Cnce again n 1s allowed to approach infinity while the intervals xj+1 -x; are
all required to approach zero. If the two sums approach the same limit, this
common limiting value is defined to be the Stieltjes integral of f(x) with re-
spect to g(x) and the notation is

b
f flx)dg(x) .

a

It will be noticed that in the special case g(x) = x, the Stieltjes integral reduces
to the Riemann integral. For this reason the integral is often referred to as
the Riemann-Stieltjes integral. Further, if g(x) is absolutely continuous, one
may write dg(x) = g'(x) dx and again the integral reduces to a Riemann
integral.

The requirement that g(x) be a nondecreasing function of x assures
one that the differences g(x;4+1) - g(x;) are never negative. One can relax this
condition and require simply that g(x) be of bounded variation siace in this
case one can always express g(x) as the difference g, (x) - g2(x) of two non-
decreasing functions. An illustration of this decomposition is given in Fig. 4.1.

It is not the purpose of the present account to enter into the details of
the necessary and sufficient conditions for the existence of a Stieltjes integral.
The reader is referred to Widder (1946) for such details. Although the name
may be new, the use of a Stieltjes integral is certainly famxhar to the student
of physics. Integrals such as fvdp i in thermodynamics and fF* dr in mechanics
are Stieltjes integrals when p and 7 are functions of some parameter such as
time.

The relation of the Stieltjes integral to the delta function is most inter-
esting, and we have, already on two occasions, avoided the use of a Stieltjes
integral by introducing a delta function. Consider a Heaviside unit step func-
tion H(z) defined by

.-
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+1,t=20

(4.16)

H(@)

= 0,t<0.

Figure 4.1-Decomposition of a function, g(x), of bounded variation into

the difference of two nondecreasing functions, g, (x) and g5(x).
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72 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 4.2

At all points except ¢ = O this function is continuous and has zero derivative.
At ¢t = 0 the function has a finite discontinuity and the derivative does not
exist. The function H(¢) satisfies the conditions necessary for the existence
of the Stieltjes integral (g, b > 0),

+b

Ao dH(D)

-a

provided the function f{z) is continuous at ¢ = 0. When one divides the interval
[-a, +b] 1nto subintervals and forms the limits of the sums in Eq. (4.15), one
finds the value f{0) for the integral. Hence the Stieltjes integral of f{r) with re-
spect to the function H(¢) is precisely the same as the integral of f{r) 8(¢) as
defined in Eq. (2.20). This result is in accotdance with the point of view that
1s prevalent among engineers and physicists, that H(f) really aas a derivative
H'(1) defined by

H@®=3@) - 4.17)

By thus time the reader will recall the two occasions on which Stieltjes
integrals have presented themselves naturally in the course of a discussion.
The first instance arose when the ensemble average of a random variable x was
defined in Eq. (3 9) as

400

(x)=f XdF(X) .

-0

The distribution function F(X) is a monotonically increasing function thai is
bounded and the integral is a Stieltjes integral. On the second occasion the
Stieltjes integral was avoided by the artifice of using delta functions.

When the Wiener-Khintchine formulas, Eqgs. (4.7) and (4.8) were intro-
duced, the power spectrum was assumed to be free of line spectra. The possi-
bility of a line spectrum was added 1n a heuristic manner by a pair of delta
functions as in Eq. (4.11). It is now evident that instead of power density
W(f) one should mtroduce integrated power {{ (f) defined so that {0 (f) = total
power mn all frequency components less than f. With this definition Eq. (4.7)
can be replaced by the Stieltjes integral

400

) =-{ el2nfr qi}() . (4.18)
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In this form the presence of line spectra can be accounted for without any
special terms in the formulas.

This brief introduction to the Stieltjes integral and the concept of the
integrated power spectrum will enable the reader to follow an interest 'ng dis-
cussion by Bartlett (1956, Chapter 6). Bartlett shows how one can infer the
existence of the integrated spectrum {(f) from the existence of the autoco-
vanance function.

423  The Lebe. rue Integral

The class of functions which have Riemann integrals is ex-
tremely limited from the viewpoint of a mathematician and many definitions
of integrals have been proposed in an effort to extend the class of functions.
One of the most useful of these generalizations is known as the Lebesgue inte-
gral after the discoverer. The definition of the Riemann integral given after
Eq. (4.14) depends fundamentally on the idea of an interval {x,.1,x;] on the :
real axis, so that, in a crude manner of speaking, the definition is vahd only for
functions which are well behaved 1n such an interval. On the other hand, it is
easy to define the behavior of a function in terms of sets of points as in the
example given above where the definition was in terms of the sets of rational
and irrational points. These defimtions do not lead to meaningful Riemann
integrals.

The basic concept of Lebesgue integrals involves the definition of the
measure of a set of points. It ishighly desirable that the definition of this meas-
ure should yield the length of an interval x;,1 -x; when applied to the set of
points { xx, < x < x4} since this will insure that the Lebesgue integral will i
be equal to the Riemann ntegral when the latter exists. In view of the fact
that sets of points may be extremely complicated, the Lebesgue integral 1s de-
fined not by dividing the abcissa into intervals but by dividing the ordinate scale
into intervals, say f, < f(x) < f, + Af and asking, “What is the measure of the H
set of points x that satisfy this condition?” It is hardly possible to go beyond
this description of a Lebesgue integral without giving much detail. There are
numerous books that provide introductory accounts of these integrals. Of
these only those by Cramér (1946) and Titchmarsh (1939) will be mentioned.

There is one example of a Lebesgue integral that agrees with ore’s intus-
tion and which illustrates the cntical features of this integral. Consider the
function f{x) which is defined to be +1 if x 15 an wrrational number and 0 if x
is a rational number. This function was mentioned above as an example of a
function which did not admit of integration by Riemann’s method. The set
of pomts x, say in the interval [0, 1], for which x is a rational number 15 infi-
nite but 1t 1s denumerable and the measure of this set, as of any denumerable
set, iszero.! Hence these points do not contribute anything to the value of

"Thas statement 1s 10t self-_vident Itss provided as an cxample of the property of measure.
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the integral whether f{x) = Q or is a finite number. On the other hand, there
are so many irrational numbers in the interval [0, 1] that the measure of this
set is one. Hence the Lebesgue integral of f{x) is the product of the value of
f(x) which is one and the measure of the set of irrational numbers in the inter-
vai {0, 1] which is one. The Lebesgue integral in this simple example has the
value one.

It is beheved that this very sketchy and qualitative mtroduction will be
helpful to the reader for three reasons. First, it should point out that readers
acquainted with the theory of Riemann integration should not be intimi-
dated by authors who state that their integrals are Lebesgue integrals. Often
this statement 1s made for the sake of eiegance rather than for physical con-
tent, so that if the reader simply thinks of the integrals as Riemann integrals
he may miss some of the nuances, but no more.

Secondly, the reader will note that the events of probability bear a
strong resemblance to sets of points. This means that a theory of integration
based on the measure of a set of points is better suited to a discussion of
probability. For example, the statement that a function has a certain property
everywhere “‘except for a set of points of measure zero” is the analogue of a
statistical statement such as no member of a family of stochastic functions
{x(z, N)} is strictly periodic “except for a set of probability zero.”

The third reason is the hope that this introduction might encourage the
reader to learn more about the subject. The close relation betweea Lebesgue
integrals and the foundations of probability are set forth by Kolmogorov
(1933) who was the first to provide a satisfactory axiomatic basis for proba-
bhility theory.

4.3 Analytic Examples of Power Spectra and Correlation Functions

If, over the band of frequencies of interest in an experiment, the power
density W(f) 1s constant, one speaks of white noise. One can approximate this
situation by treating W(f) as a constant W, over a frequency band large com-
pared to the range of interest. Another approximation that is easier to handle
in analysis is to assume

W) = W, exp {--;—(ano)z} (4.19)

where ¢ is very small but not zero. In this case, as may be seen from Lgs.
(2.16) and (2.17),

Wo

V?2n6

Suppose that this broad band noise is passed through a filter with a fre-
quency response (f) so that the power spectrum of the output is IY(f) 1 W(y).

()= exp {-r?/20%} = W, 8(7) . (4.20)

R S
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At this point one can let ¢ -+ 0 with no difficulty, since the total power in the
output is finite. One may calculate C(7) for t::e output of the filter by com-
puting the Fourier transform of IY(f)*. For example, if the filter has an ideal
pass-band characteristic of width® W centered about £, and, of course, a sec- .
ond band centered about -f;, one finds for the output

/.
o) = 2WW, K“;"‘L’:”) cos 2af,7 . 4.21)

The similarities between Eqgs. (4.21) and (4.12) are suggestive. 2 WW,, is the
total power passed by thie two pass bands centered at  f,, and corresponds to
a2/2 in the first case. The finite bandwidth W yields a modulation factor
(sin w Wr)/zWr which approaches zero as 7 — .

This example is of considerable interest in that it shows how one can
discuss the response of a network to noise without writing down an explicit
function for the random variable x(z, A).

44 Analytic Representation of a Stochastic Process

In the last section it was seen that many results about stochastic proc-
esses could be obtained without having recourse to an analytic expression for
a sample function x(z, A). Nonetheless, it is frequently useful to have such an
expression. This problem takes two forms. One may have an experimentally
recorded sample of a random process for which one desires an analytic repre-
sentation  Alternately, one may wish to write down an analytic expression
which can serve as a sample of a stochastic process with certain prescribed
features.

Let us consider the first problem now and defer the second one until
the end of Sec. 4.5. Suppose that one has recorded a function x(f) over a
time interval a < ¢ < b which 1s a sample random function. It will be assumed
that this random function is a member of a stationary, ergodic stochastic
process that has azero mean and a continuous autocovariance function. There
are many sequences of functions that are complete, orthogonal, and normal
over the interval [a, b} that may be used to represent x(t). Choosing one of
these sequences | g (#)}, one may write

o0

X0 = ) cmom() , a<t<, @)

m=0

where

tis hoped that no confusion will result from the use of W,, for power density and W for
bandwidth. Both are staidard notations.
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b :

Cm =J x() gm(t) dt . (4.23) :

a

For any one sample x(#) the coefficients are uniquely determined and
there is no randomness. However, 1f this process is repeated for each membe:
of the family of functions {x(r, N}, we get a new set of random variables
cm(A) where, as indicated, c(X) depends on the ensemble variable A. This
dependence is made explicit by wnting

b
em® = | Xt N om(d dr . (4.24)

a

One may form the ensemble average of this expression and interchange the
order of integration and ensemble average to give

b
(e =f (x(t, A)) oty dt =0 . (4.25)
a
The last step follows since the mean of the process vanishes.

The next question of interest is, “Are the pairs of coefficients (¢, ¢n) !
for any one sample, A, statistically uncorrelated when m # n?” One can write

BN 6

b b
cm{d) (V) =ff x(ty, A) x(t2, Ny om(t)) wn(t2) dt, dt; .
2 *a

Taking the ensemble average, oae finds

&t Homa

Sk

b b
(c.,,()\)c,,(x)>=Jj (x(ty, M) x(£2, X)) @m(t1) pu(t2) dty dty .
¢ a

It has been assumed that the process is ergodic so the ensemble average in the
integrand can be replaced by the time autocorrelation function C(f; - ¢,) of 3
the process. Hence, one obtains the result

b b
Cem(N) Cpr(x))=fj Clty = 1) o)) on(tz) diy dt, . (4.26)
2 a

e aeme
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It seems most unlikely that this integral will vanish when m # n for an arbi-
trary set of orthonormal functions. Consequently, the set of coefficients ¢,y
of the expansion will not constitute, in general, a set of uncorrelated random
numbers.

There is one case of mnterest that 1s especially simple. If the stochastic
process is a white noise, i.e., if the autocorrelation function is a delta function
asn Eq. (4.20) when o — 0, one ha~ for Eq. (4.26)

b
Ce(N) (W)= Woff 8(t2 = 1) (ty) wp(t2) dt dt;
2 2

b
= Woj om(t1) enlt1) dty

2
=Wo 8mn -

Use has been made of the assumption that the set of functions | ¢,,(#)} 15 ortbo-
normal In this special case the coefficients are uncorrelated random variables
and the mean square value of each component i1s W,,, the power density of the
process.

It 1s possible, 1n principle, for a given autocorrelation function C(t; - ¢,)
to find a set of orthonormal functions for which expansion coefficients are
uncorrelated. Unfortunately, the details of this solution are rather invoived
and require a deep knowledge of the theory of integral equations. The inter-
ested reader 1s referred to Middleton (1960, pp. 383-386).

Of particular interest 1s the question of when can one use trigonometr
functions for the orthonormal functions ¢,,(¢). The answer is that trigon.
metric functions can be used only if the process 1s truly peniodic. This case
will be examined in detail n the next section. It is a common expernimental
practice to take a finite sample, say in the form of a recording on a magnetic
tape, and make a periodic function by forming a closed loop. This 1s a prac-
tical «nethod of getting the coefficients of the Fourier expansion, but as Eq.
(4.26) shows, the resulting coefficients aic not statistically uncorrelated.
Nonetheless, it can be shown that if the length of the sample, T = b - 4, is
large enough so that the power density W(f) does not vary appreciably over
intervals of width many times 1/7, the correlation between the Fourier coef-
ficrents 1s so slight that in practice one may consider them to be uncorrelated
(Blackman, 1957).
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A proof that the coefficients c,, of the expansion, Eq. (4.22), are un-
correlated gives a result that is weaker than one would like. A conclusion that
is more useful in the analysis of signal processing is that the coefficients are
w statistically independent of one another. This sironger property is often intro-

duced as a separate assumption. The reader is referred to Blackman (1957)
for a discussion of this point. He says that if x(f) is a gaussian process whose
mean value is zero, the vanishing of the expectation { c,,,(A)c,(2) ) implies the
statistical independence of the coefficients.

ey

4.5 The Analytic Representation of a Periodic Process

Let us suppose that the stochastic process is periodic with period T so
that any sample may be written as

2
H

x(t,N) =Z {a,, cos(2mnt/T) + b, sin(Zmzt/T)} . 4.27)

n=0

Note that { ) is an ensemble average over A so that (x(z, A) ) would be a func-
tion of the time were it not for the assumption of ergodicity.

Take the ensemble average of Eq. (4.27) and assume that the infinite
summation and the ensemble average can be interchanged. If the stochastic
process has an average value of zero, one has

0 EZ {(ap ) cos(2ane/T) + (b, ) sin(2ant/T)} ,
n=0

4
£
3
£

an identity in ¢. Since the sines and cosines form a set of orthogonal functions
over the interval of length T, this equation will be true if and only if

£ , (ag)=(bp) = 0, n=0,1,2,.., (4.28)

Next suppose one computes the autocorrelation function from the sam-
ple Eq. (4.27). By virtue of the definition,

+T4/2
Cr,N) = lim %1_ J x(t, N x(t+7,0) dt .
T, > 27, /2

The parameter A is inserted in ((*) to remind the reader that this function is
computed for a sample value \. Now x(¢, A) is periodic of period T so if one
writes T} = (2V+1)T + 2t,,, the integral may be written as
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+T/2
an, N =—‘T- x(t, N x(e + 7.0 dr
I1/2
=NT T+t,
+lim 4 j dt +T dt
Ty »o 11

ENT-t, +NT
The integrand in the last two integrals is bounded and the terms approach
zero in the limit so they may be dropped. This gives

+T/2
oy = 1 f Xt N x(t+7, N dt (429)
*T/2
for the periodic process. When Eq. (4.27) is substituted in Eq. (4.2¢) and the
trigonometric terms are expanded, one gets products such as Zl:s Qmmt/T)
sin
cos

sin®(2nmt/T) and cos®(2nmt/T). These yield integrals equal to 7/2, if m # 0.
When the details are carried through, one gets

(2mnt/T). These are all orthogonal over the basic interval T except for

QN = a,° + ;—Z (an? + bp?) cos(2mnt/T) . (4.30)

n=1

Thus function is symmetric-in 7, as it should be, and £\(0} is equal to the sum
of the powers in all the components, including the dc term if it is present.

It will be remembered that this calculation has been carried out for one
sample of the process corresponding to a particular value of A, the ensemble
parameters. In order to obtain an autocorrelation function that is typical of
the process rather than of the sampie, one must form an ensemble average on
A. This gives

QAn=(C(t N)=(a? )+-;—Z {(a,,2 Y+ (by? )} cos(2nnt/T).

n=1

4.31)

e g - - [ -

|
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A digression is introduced at this point by returning to the subject of
the last section. If the periodic autocorrelation function, Eq. {4.31), is sub-
stituted into Eq. (4.26) and if the functions® @, (¢,), ¥m(t2) are replaced by

sin sin
cos (2amt,/T) and cos (2ant,/T), one finds that

{amap) ={by by =0ifm+*n,
{ay by) =0forallm, n (4 32)
Cam?) =(by?),m#0.

This 15 the proof of the statement made above that if the process is truly
periodic, it can be represented by a Fourier series whose coefficients are
uncorrelated.

Returning to the discussion of the periodic stochastic process, one can
use the Wiener-Khintchine theorem, Eq. (4.8), to find the power spectrum
associated with Eq. (4.31). When one makes use of the fact that (g, )=
( by? ), one 1inds

+00

1y
2

! :
W =3 e (a:) 8(f+$)

’
A

(4.33)

ne-co

where, by defimition, (a,,? ) = {a,? ), and €, 15 the Neumann factor, ¢, = 1,
n+# 0, €, =2 This formula agrees exactly with one’s ideas of the distribution
of power in the components of a Fourier series when 1t 1s remembered that
the power has been divided between negative and positive frequencies.

When T is large, the spectral components are close together, since they
are sepaiated by a trequency of 1/T. If one is willing to “spread out” the
power into a continuous spectrum the power density at frequency f,, =n/T1s
defined so that

W) 8 = W) 1= 5 an®)
except at n = 0. The smoothed spectrum is

3 .
Lach constant ¢, (except ¢,) 1n Eq (4.22) must be replaced by a pair of constants a,,,,

by The functions ::\ (2amt/T) can be normalized, if one wishes, by inuitiplying by

V2T \UT o m = 0).
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Cap?)

W(fn)

W) = T (a,%) .

)
l\)l")

(4.34)

It will now be shown that the result of this heuristic derivation of a con-
tinuous power spectrum for a periodic process for large periods T is compatible 3
with the Wiener-Khintchine theorem as 1t should be. If Eq. (4.32) is rewritten
using <a,* )= b,* ) and extending the sum over negative integers, one has

+00

T
C(T)=5 >_1 €n Cap?) (cos Zn;i,r)(';—) .
ey

where agam, by defimition, (a.,,? ) = (4,2 ). Following the standard procedure 3
n going from a Fourier seres to an ntegral, set (1/7) = Af, (n/T) = f, and use :
Eq.(4.34). In the hmt as T - o thus gives

+00

C(r)= f W() cos 2nfr df

oo

T 3

as required.

The example of the periodic process is discussed 1n some detail since it
will help the reader to understand an artifice that 1s frequently used to analyze
the response of a system. The reader 1s referred to Bryn (1962) for an ex-
ample. It is assumed at the beginning of the analysis that the process 1s peri-
odic and can be represented by a Fourier series. At the end of the analysis
one can let T — = to obtain results for a non-periodic process. it 1s often real-
1stic to assume that each coefficient of the series has a gaussian distribution
with zero mean That 1s, 1t is assumed that each coefficient 1s a random vari-
able whose probability density 15

- 1 2
ﬂan)-——-——ma?.) exp{~a,2/2 (ax?)} . (4.35)

By virtue of Eq. (4 34), one can choose the gaussian distribution so that the
stochastic process described by Egs. (4.27) and (4.35) approximates closely to
any assigned power spectrum. The standard deviation of a,, or by 15 VW(f,)AS
where, as befute, fy, = k/T, Af = 1/1.

The last step n the analysis s the denivation of the probability density
of the random vanable x(¢, A) defined in Eq. (4.27). In order to avoid argu-
ments based on infimite sums, let us assume that all harmonic components of
frequency greater than fy = N/T have zero amplitude. This is not a significant
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restriction from a practical point of view. Any coastant timc ¢ the random
variable is given by

o

N 3
x(t, M) = E {a,, cos(2mnt/T) + by sin(21mt/T)} . g
r=0 g
The a,’s and b,’s are independent, gaussian variables. The coefficients 3
si 2
cltl:s (27nt/T) are constants so the finite sum is a gaussian variable whose mean 3
square value is the sum of the mean square values of the individual terms. Thuc ‘
N ]
(x*) = E {(a,,2 Ycos*(2ant/T) + (b, 1 sin*(2ant/T)} ,
n=0
but (a,?) =(by?) s0
+N
1 ﬁ
(x¥) == Z €n (ap?) = C(D) . (4.36)
2
n=~N
th= last step follows from Eq. (4.30). Hence, the random variable x(z, A) has
the probabilitv density function
1 2
=—— x*[2C(0)} . 4.37 s
1) = Jmemss exp{?/2€(0)} . 4.37)
We are now m a position to answer the second question 1aised at the 2
beginning of Sec. 4.4. One can write down a Fcurier series representation of a *
sample of a random process when either the autocorrelation function or the é
power spectrum 1s specified. ¥
%
)
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PROBLEMS

4.1 The input to the low-pass filter of Problem 2.1 is a white noise with
spectral density W, volts? per Hz. What is the autocovariance fu.iction of
output of the filter?

4.2 Repeat Problem 4.1 for the high-pass filter in Problem 2.1.
4.3 Consider a phase-modulated signal
E() = E, cos{wn t + a sin wyt}

where a € | and w, € w,. What is the integrated power density I} () of this
signal?

4.4 The input to the low-pass filter of Problem 2.1 i~ a white noise whose
power density per unit Hertz is W,,. The resulting output voltage has a root-
mean-square-value E(T) where T is the time constant of the filter.

(a) Plot E(T)/W,% versus 1/T.

(b) Instead of assuming that the input power spectrum is constant,
use the more realistic assumptior given by Eq. (4.19). Derive a formula for and :
plot the curve of E(T)/E, versus o/\/2 T, where E,, is the root-mean-square
voltage of the input noise. Derive the asymptotic forms of E(T)/E,, for large
and small values of 0/n/2 T,

(¢) Givea physical explanation why E(T)/E,, is unbounded in part (a),
but is bounded in part (b).

4.5 When an electric charge ¢ is moved through an electric field E froma
B
point 4 to a point B, the work done by the experimenter is;f qE - ds, This

expression fails {o give the correct answer if the path goes through a surface
dipole distribution. Show that when the work is expressed as a Stieltjes
integral, this difficulty is avoided.

4.6 A stochastic time series x(¢, A) 1s governed by the following distribu-
tion function at time £ = ¢,

= 0,X<-l,

=(1+X)?, -1 SX<-4% ,
FX)=h,-b<X<+¥

=X, +%Bh<X<1,

=L+l<X .

(a) Evaluate the Stieltjes integral in Eq. (3.9) to find the expected
value of x.
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(b) Find the expected value of x?.
(¢) Find the probability density associated with this distribution,

4.7 A stochastic proc-ss of period T has the form

N
x(t,\) =Z "T cos(2n§T£+ N
n=1

where A 1s a random variable whose probability density 1s constant over the
interval (0, 2n) and zero elsewhere.

(a) Show that the ensemble average ( x ) is zero.

(b) Show that the ensembie average { x* ) 1s a function of the time ¢
and 1s, in fact, unbounded at t = 0 as N ~ o0,

(c) Discuss the relevant difference between this example and the
example that led to Eq. (4.36) where ( x? ) 1s independent of the time.
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CHAPTER V

Miscellaneous Topics in Probability Theory

5.1 Conditional Probability, Likelihood, and Bayes Theorem

One of the important problems of classical probabulity is that of assessing .
the probability of a hypothesis after one or more observatio.:s have beer ;
made. Thus can be restated in the context of the present discussion by asking :
what 1s the probabulity of the hypothesis that a signal is present after the out-
put of the detector has been sampled. Suppose that one has a physical situa-
tion about which certain formation 4 is avalable. On the basis of this in-
formation § one anaiyzes the situation and arrives at a set of hypotheses H,,
H,...., Hy from which one would like to make a choice. The selection of
the particular A, will be made after certain further information p has been ob-
tained. One may speak of the prior probability! P(H, !4) of the hypothesis
H, before the additional data p have been obtained and of the posterior prob-
ability (H, i pd) of the hypothesis , after the data are available.

The standard form of conditional probability enables us to express the
probability P(H,p i1 ) of both the hypothesis H, and the data p as the product
of the probability of p happening, given § , times the probability of H, happen-
ing, given both p and 4 . Thus

PH, p §)=P(p 1§) PH, 1p}) . (5.1

The term or the left 1s symmetric in A, and p so one can write equally well

Pp H 1§) = P(H; 13) Pp 'H,Y) (5.2

FEm—————

e ———c . s——

When the ratio of the last two equations is formed, the terms on the left can-
cel. This gives

‘ = P 1) Py 11 §)

The denominator of the term on the right does not depend on the i#/ hypoth-
es13, so in comparing the different hypotheses one may wr'te

—_— i
'One fiequently encounters the expression ““a priont”” but in this section the usage of Ken-
dall (1948) will be followed. The exnression P(H; 1 §) 15 read “'the probability of the hy-
pothesis H, given the information § * This notation will be used extensively here and 1n
Chapter VHI.,
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Pp |H; 1) «%%)g—l , 49

where the constant of proportionality does not depend oni. The term on the
left is commonly called the likelihood. The term on the right, the ratio of the
posterior probability to the prior probability, is sometimes called the surprise
because it is lurge when the observations require' a large change in one’'s assess-
ment of the corresponding hypothesis.

The proportionality, Eq. (5.4), is called Bayes’ theorem or Bayes’ princi-
ple of inverse probability. The latter terminology results from the following
interpretation. The hypothesis that yields the largest likelihood is the most
probable. Thus one uses the observations to deduce conclusions about the
hypotheses which is the inverse of the more customary procedure of predict-
ing observations from the hypotheses.

In the case of signal processing the hypotheses H, relate to the presence
or absence of a signal. For example, in the simple case in which only one pos-
sible signal can occur one can let H, = hypothesis that no signal is present,
H; = hypothesis that a signal is present, and let p denote the message received
by the detector. The likelihood ratio in this case is the ratio P(p | H, §)/
P(p | Hy §) of the likelihoods. If many signals S; are present, each with some
known probauvility, the likelihood ratio will be averaged over the signal class
to form an expectation if one is concerned only with the hypothesis that any
signal is present. The constant of proportionality that is not written explicitly
in Eq. (5.4) cancels when one forms the likelihood ratio. The reader is re-
ferred to Woodward (1953) for an interesting discussion of likelihood and its
application to radar detection.

5.2 The Characteristic Function

Most of the physical quantities that have been discussed have had Four-
ier transforms that were equally useful. Illustrative of this statement are the
frequency response and power spectrum which were shown to be the trans-
forms of the impulse response and the autocorrelation functions, respectively.
Similarly, the Founer transform of the probability density is of great impor-
tance and is called the characteristic function, customarily denoted o(¢). The
variable ¢ does not mean time in this instance. One defines

Wf) = Efeitx} = f eitx fx) dx =J eitx dF(x) . (5.5)

The last form is more fundamental since it is based on the distribution
functivn.
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It should be noted that this form differs from the other Fourier trans-
forms in that a factor 27 does not occur in the exponent. In order to correct
for this cnange one must write the inverse transform for the probability (when
one exists) as

400
) = -‘5'- f e-itx p(1) dt . (5.6)

Unfortunately, this means that in order to use the Fourier transforms listed in
Appendix 2.1, a change of variable must be made.

If one differentiates Eq. (5.5) successively with respect to ¢ and sets =0,
one finds

-ip' (0) = f xdF(x) = (x) (5.7)
+00
') = x* dF(x) = (x*), (5.8)

—

provided, of course, the integrals exist. Thus a Maclaurin expansion of the
characteristic function yields the moments of the distribution functions of
the random variable. This suggests immediately the mathematical question,
“What restrictions must be placed on an arbitrary function ¢(7) in order that
it will be the Fourier transform of a probability function?” For an answer to
this question the reader is referred to Kendall (1948) or Cramér (1946).

Chandrasekhar (1943, p. 9) has remarked that there is “‘a very general
principle” that the characteristic function has a more direct relationship to the
physical situation than the probability density. A trivial example of this gen-
eral principle arises in the calculation of the probability density of the sum of
two independent, random variables. If, instead of computing the probability
density of the sum, one computes the characteristic function of the sum, one
finds

A S ——
. .
c-‘\_ s *
N . . "
S * YT b . -
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v() = E{eit} = E{eitx+)}
+00
= J:[ eitx+y) f(x, y) dx dy (5.9)
-0

,i where f{x, y) is the probability density of the pair of random variables (x, y).
- If x and y are independent, random variables, f{(x, ¥) = f1(x) f2(»), and one has

-4 400
§ e, (1) = Jl eltc*y) f1(x) f2(y) dx dy
y =
» 8 +00 +00
[ ‘; = f eitx fy(x) dx f ety fr(y) dy
E -, S0 -00
= E{atx} E{ety} = o(2) 9y(2) (5.10)
) Thus the characteristic function of the sum of two independent, random vari-
3 ! ables is the product of the characteristic functions.
Clm . It was stated in Eq. (2.7) that the Fourier transform of a product is the

convolution of the individual transforms. This enables one to assert immedi-
ately that the probability density of z is given by

A2 =fi(2) * f,(2) - (5.11)

. These arguments regarding two independent, random variables can be extended
! readily to the sum of N independent, random variables.

; Another example that will be needed later is the characteristic function
f associated with a cosinusoidal surface z = @ cos(2m x/A) where A is the wave-
| length and a the waveheight. If the elevation z is sampled at random positions
x and all values of x are equally probable, one may restrict the range of x to 0
| < x < Aand write p(x) = 1/\. In this example Eq. (5.5) becomes

o(1) = E{ éitz} = E{ eita cos(2ax/A)}
A

:i-( eita cos(2ax/A) gy .
0

By using a simple change of variables one can reduce this integral to

PN, V- U Vi
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:‘ , 2n

} e oD = z-ln—J eiat cos8 d§ =J (at) , (5.12)
0

by substituting this function in Eq. (5.6) and using Fourier transform No. 20
in Appendix 2.1, one finds

_, = —-—1—2— , lzi<a
3 a’—z
2(2) (5.13)
o = 0 , lzi>a.
. . 4 It is evident that p(z) must vanish for |z { > a since a is the peak amplitude of
N . lim
' the surface. At first glance it might be surprising that iz 1> g p(z) = o, but

this is related to the fact that the slope of the surface vanishes at z = tq. The
factor " is the required normalization factor for a probability density.

5.3 The Probability Density for Functions of and Sums
and Products of Random Variables

Every detection system requires the performance of mathematical opera-
tions on random variables. 1t is the purpose of this section to show how one
can compute the probability densities of the results of these various operations.

As a simple beginning, suppose that one has a device such that the out-
put y is a known function y = y(x) when the input has the value x. If xisa
random variable with a probability density f{x), y is also a random variable
with a probability density g(y), say. The relationship between these two den-
sities can be found readily by considering the graph in Fig. 5.1. If x falls in the
interval dx, y falls in the interval dy, so the probability of these two events
are equal. Hence

e
;7
R Z .“'_.

gly) dy = fix) dx (5.14)

or

§0) = fx) % : (5.15)

In applying this forinula it must be remembered that the inverse function
x = x(y) may not be single valued so that more than one intervai dx corres-
ponds to a given interval dy.

Consider, for example, the square law device y = ax? illustrated in Fig.
5.2. For any given interval dy there are two intervals dx located at +x and -x, -
Now there is no necessity that f{#x) = f{-x) so one must write

b
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y 4
y=y(x)
dy
== X
o dx

Figure 5.1-The relationship between two probability densities.

Y
/ y=ax?
dy
dx dx ”
Figure 5.2-The response of a square-law device, y = ax>.
g dy = () +ix)] dx, 0<x <0, 0<y <oo, (5.16)

As a special but interesting case, suppose that

ol kgt
f(x) 2"0 e ’

i.e., that x has a gaussian distribution with mean zero and standard deviation
0. Now if y = ax?, dx/dy = Y%ax, so from Eq. (5.16),

gh)] = ___l;rlezaz

\2ncax

\.
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or
ey/2a0?

)= Wk (5.17)

This distribution is a special case of a more general distribution known as the
chi-square distribution that is of great importance in statistics.

One has a ready check on his algebra since [g(y) dy must equal one as
can be seen from Eq. (5.14). One notices that g(0) is unbounded although it
can be integrated.

Another example of interest is the sinusoid y(x) = a sin(2nx/\) shown
in Fig. 5.3. Since all values of x are equally probable, one may take advantage
of the symmetry of the curve and consider only the range of x{-N4 <x<+\/4}
and let f{x) = 2/\, a constant. From Eq. (5.14)

= dx 2/ .
g) = fx) @ - @ oz (as a function of y)

or

1
e = y <a
g(y) nva -y l l

in agreement with Eq. (5.13) which was derived from a consideration of char-
acteristic functions.

/\ ye x
S N\ M AR

Figure 5.3—The sinusoid, y(x) = a sin (27 x/A).
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Equation (5.14) was derived from intuitive considerations based on Fig.
5.1. It can be derived more formally from mathematical considerations based
on a function of a function. This approach is desirable since it enables us to
extend the development to two dimensions more readily. One has formally

Ax) dx = fIx ()] -g-;-dy=g<y> & (5.19)
where
g0 = flx()] ;—‘;— . (5.19)

In order to interpret g(y) as a probability density it may be necessary to take
the absolute value of dx/dy. There is one complication that must be watched
since the inverse function x(y) may not be single valued. In this case the range
of x must be divided into regions ir which x(y) is single valued. The values of
x are independent so one can sum the values of g(y) for each of these regions
asin Eq. (5.16).

It one has two random variables x, y which have a joint probability
density f{x, y), and if one computes a new pair of variables r, s from x, y,
the joint probability density g(r, s) can be obtained from a generalization of
Eq. (5.18). Cne has the identity

ox,
Rx, y) dxdy = fix(r, s), y(r. 5)] - -}f(r }s))) drds
where a standard notation for the Jaccbian of the transformation has been
used. Hence, the probability densities are related by

a(x, »)
3@, s)

Since the inverse functions are involved, the (x, y) plane must be divided into
regions in which the inverse functions are single valued whenever this is
necessary.

Webb (1956, 1962) has applied this transformation to find the probabil-
ity density of a product. For this purpose one can set

o } (5.21)

g(r, ) = fix(r, ), ¥(r, )] . . (5.20)

The Jacobian of this transformation is //r, so

grnO=fr,sM/r, r=0.

-
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The joint distribution can be integrated with respect to r to get the marginal
distribution which is the prc sability density p(s) of the product s. This yields
+00 +00
p(s) =J a(r, ) dr =J fir,siNd(nr) .
0 0
These integrals can be extended to negative r by adding a term f{-r, -s/r) to the
integrand.. As an example, suppose that x and y are independent random vari-
ables each of which have a gaussian distribution with mean zero and variance
0. The inverse of the function s is not single valued since the values of s in
quadrant I of the (x, y) plane are repeated in quadrant III. If we restrict the
integration to the first quadrant, one has since r = x,
1 [-x? 5?
5) = —— expl — - —— |d(Inx) .
P1(s) 2n0? ! p1_202 Zozxz] Unx)
3 This integral has the value
z ‘ 1 (lst
’ ‘ 2no* K°< o? )
R where K,(+) is the modified Bessel function of the second kind. Integration
: over the third quadrant gives the same distribution of s so the value pi(s)
4 should be doubled. Finally, the symmetry of the probability densities for x
5 and y demands that p(s) be symmetric in s. Hence, py(s) is applicable in the
second and fourth quadrants, and one has
1 _ 1 Is |
voops) = — Ko=) =o<s< e, (5.22)
: o [
4 i
1 ' One can certify that
E ; i
4 f p(s)ds = 1 .
It 1s left as an exercise for the reader to show that if f{x, y) is the bivari-
3 ate gaussian distributioi, of Eq. (3.33), the probability density of the product is
p) = Y eans Kolan Is1) . (5.23)
T ‘ .
3 B -
: E . e e . B %
4 i = i
1 _
: =
j 1 A M §
» g = Y - M > ’ ha ~ i - ’%
v e T T 1 - - - X - k
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Equation (5.23) contains (5.22) as a special case when a;, =0. The asymp-
totic form of K,(*) contains the factor exp(-z;; |s [) which always domi-
nates the factor exp(-a;; s) since i a;, | < ay;. The probability density
depends on the sign of the product a;, s as one would expect.

When one is concerned with the sum, product, or quotient of only two
variables, there is an alternate method of deducing the probability. This is the
method used in Sec. 3.7 to discuss the limiter.' The random variables x and y
are portrayed on a two-dimensional graph and lines of constant sum, product,
or quotient are drawn as in Fig. 5.4a, b, c. In each of these cases the probabil-
ity that the sum, product, or quotient, z, of the two variables be less than Z is

Pz<2) = i) fx, y)dxdy ,

(shaded area) G249

where the shaded area is portrayed in Fig. 5.4a, b, c, respectively. If the
probability density f{x, y) contains two dimensional delta functijons, one must
exercise care in defining the shaded area to exclude these points if they fall on
the boundary. The integral in Eq. (5.24) yields the cumulative distribution?
F1(Z) which can be differentiated to give probability density.

5.4 The Rayleigh Distribution

There are many physical situations that yield a probability density
known as the Rayleigh distribution. Baron Rayleigh (1937) obtained this dis-
tribution by considering the amplitude of the sum of a large number of sinu-
soiGal pressures having equal amplitudes and random phases. Alternately, one
can obtain this distribution by considering random walks in two dimensions.
The displacement of a particle in a plane is the result of a large number of
separate displacements, each having the same magnitude but with arbitrary
orientation. A moment’s reflection shows that these two processes are
equivalent.

Another method of obtaining a Rayleigh distribution is to consider the
probability density of the magnitude R of the distance OP where the coordi-
nates of the point (x, y) are independent of one another and each is governed
by the gaussian distribution

plx) = \/;_m exp(-x2/20%) . (5.25)

The easiest way of obtaining the answer is to calculate the cumulative
distribution for R from an area integral as in Eq. (5.24). In this case one has

At this point the distribution between the random variable 2 and the value of this vari-
able Z has been introduced again.
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a 2n
P(R<a) = f rdr f 5;‘0-2- exp(-+*/20%) db
0 0

Rt s

where

r2

0

x2 +y2

tan~! (y/x)

This integral is easily evaluated to give

P(R<a) = [1-exp(-a*/20%)]

g 1 g A st

or
p(R) = -fT exp(-R?[20%) . (5.26)

By virtue of the definition of R, p(R) = 0if R is negative.

The probability density Eq. (5.26) is known as the Rayleigh distribution.
The mean square value of R is 20% which is what one would expect from the
Pythagorean theorem.

gl

5.5 The Envelope of a Narrow-Band Gaussian Noise

Suppose that one has a linear filter which passes a narrow-band of fre- 1
quencies of width W centered about a frequency f,, . If the input to this filter
is white, gaussian noise, the output may be described as narrow-band gaussian
noise. When the output is viewed on an oscilloscops, one sees a signal that
looks like a sinusoidal wave except that amplitude and phase are changing
steadily. When the filter response is narrow, one may represent the output
realistically as

¥ = R() cos{wyt + ¥(1)) (5.27)

or
1) = a(t) cos wut + H1) sin wyt (5.28 .

where i
a(t) = R(1) cos (1) 5
B() = -R(1) sin P() . (5.29)

[ . ' . - o . .
v ,‘ s . ) - » y -. o ”-*-:: - T
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Since the signals cos wot and sin wy!? are in quadrature, one would con-
clude from the arguments of the preceding section that if a(f) and §(r) are in-
dependent gaussian variables of zero mean, R(?) is a random variable governed
by a Rayleigh distribution. This demonstration can be carried out rather
simply by using the Fourier representation of Sec. 4.5. The details are given
in many places, of which one might mention Rice (1944, pp. 81-84) and
Davenport and Root (1958, pp. 158-165). The latter authors show that the
frequency compcnents of R(2), ¥(¢), a(f), and f(¢) are contained in a band of
width W centere on zero frequency.

The analysis of the behavior of the envelope R(f) of a narrow-band
gaussian function shows the following results. The probability density of R(f)
is the Rayleigh distribution, Eq. (5.26). The successive values of the envelope
are correlated, but one can say roughly that the period of fluctuation of the
envelope is 1/W. These properties of the narrow-band gaussian noise have
been used to simulate reverberation.

When CW pulses are used in sonar transmssion, the returning reverbera-
tion often can be explained as the superposition of a large number of sinus-
oidal pulses of equal amphtude but random phase. This is exactly the model
that led Rayleigh to consider his distribution in the first place, and, as men-
tioned above, it 1s the distribution that results from a narrow-band gaussian
noise. The nature of the fluctuations can be regulated by selecting the band-
width W. The reader is referred to Eckart (no date, approximately 1946,
pp. 91-95) for an example of the use of narrow-band noise to simulate
reverberation.

5.6 Suggestions for Further Reading

The classical approach to probability theory can be found in the books
by Kendall (1948) and Jeffreys (1961). Both of these books are well written,
interesting, and contain many illustrations based on experimental data. The
modern approach to probability theory is described in the excellent book by
Cramér (1946). There are many excellent books on this subject but it would
be invidious to name a few without naming all of them.

The reader who is interested in the Bayes theorem should consult
Woodward (1953) and the interesting historical survey by Fisher (1956).

PROBLEMS

5.1 Evaluate the mode, the mean, and the root-mean-square value associated
with the Rayleigh distnibution, Eq. (5.26).
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5.2 A sum, w=x + y +z, of three independent, random variables x, y, and
z is observed. It is known that

P(x=0)=0.5 , Py=0)=03 , Pz=0)=0.5 ,
P(x=1)=0.5 , P(=1)=04 , P=1)=05 ,
P(»=2)=03 ,

(a) Prepare a table of the prior probabilities of the possible values of
the sum w.,

(b) Prepare a table of the posteriori probability that z = 0 for each
possible value of w.

5.3 Each of the two independent, random variables x and y are governed by
the probability density P(u)=1, 0<<u < 1. P(u) = 0 for all other values of u.,
(a) Calculate the distribution functions for the sum x +y, the product
xy, and the quotient x/y.
(b) Calculate the probability density for the sum z = x +y from the

convolution P(z) * P(z) and from the Fourier transform of the characteristic
function.

5.4 Random values (y,, y,) are formed from pairs of samples (x,, x,) of a
gaussian process, Eq. (3.29) by means of the linear combination

¥, =x; cos b +x, sin @

Yy =-x;s8inf +x;5cos80 .
The time interval ¢, ~ £, between the samples x, and x; is held constant.

(a) Find the values of @ for whicit y; and y, are uncorrelated.

(b) What is the joint probability density of (v, y,) for the value of
@ obtained in (a)?

5.5 Isit possible to generalize the results of the last example to N samples?

That is, is it possible to find an orthogonal rotation matrix = (b;;) such that
the MV variables

N

yi = ? bii‘xf’i=l’2""’N

=L

are uncorrelated? Again the time intervals ¢; - # associated with the samples
x; and x; of the gaussian procsss are held constant.

5.6 Equation (5.1) is sometimes written as follows for two random varables
x and y:

Px, y) = P(x) Px(y)
where P,(y) is read “the probabuity density of the variable y for the given

value of x.” Apply this form of the equation to the following problem. A si-
nusoidal function
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Z = 2, cos 2at
is sampled twice. The first sample, z,, is at the random time ¢ = X where P(A)
=1,0< A< 1,and P(A) = 0, otherwise. The second sample, z,, is at the time
t = \ + g where g is a fixed constant. What is the joint probability density

P(zy, 2,)?

5.7 Use Eq. (5.20) to calculate the joint probability density of the variables
Yis V2 defined by

1
N =-\7—2—(x1 +Xx,)
b2 """‘}—i‘(-xl +x,)

where x, and x, are governed by the gaussian process, see Eq. (3.2a), with N
= 2. Comparc the answer with that of Problem 5.4.

§.8 What is the characteristic function of the gaussian probability density of
mean zero and standard deviation ¢?

5.9 What is the probability density of the sum

N

Z-‘*E X

i-1

of N independent, random variables x;? Each variable x; has a gaussian proba-
bility density of mean zero and standard deviation o;.

5.10 What is the characteristic function of the Rayleigh distribution of mean
square value 2027

5.11 Frequently integrals containing the Bessel function J,(x) can be approxi-
mated by setting J,(x) = exp(-x*/4) for I x | € 1. Use this approximation to
derive Eq. (5.25).

Hint. The projection on the x-axis of any one random walk is governed
by the characteristic function Eq. (5.12). The sum of the x-components of N
independent random walks has a characteristic function

On(0) = [olat) IN = exp(-Na* £ [4)
where a is the amplitude of any one walk.

5.12 Derive an expression for the probability density for the ratio of two ran-
dom variables x, y by transforming to new variables s = x/y and r = x and inte-
grating with respect to r to find the marginal distribution,
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5.13 (a) Apply the result of Problem 5.12 to the bivariate gaussian density
_lay 1% 2 2
flx, y)= 5 exp [Y%(anx?® + 2ap5xy +any®)] -
.

Here la;, 1= ayap-a;5° -
(b) What is the expected value of the ratio x/y?

5.14 If a noise source moves by a stationary receiver, the root-mean-square
amplitude of the output of the receiver varies in time because of the variation
in range. This amplitude variation is sometimes removed by forming the ratio
of the time derwvative of the signal and the instantaneous value of the signal.
The resulting ratio, which is sometimes referred to as the logarithmic deriva-
tive, can be approximated hy a new time series

X+ AL N -x(e,N) _ 1 [x(t+ AL N) _ i
H6 N x(t, \) At At | x(t, N
where At 1s a constant. Discuss the statistics of y(f, A) when x(z, ) is a gauss
process.

(a) What 1s the probability density of y?
(b) Does the mean square value of y exist?

5.15 Show that the analytic signal Y(¢) belonging to the narrow-band message
»() defined in Eq. (5.28) can be approximated by

+ OO

[a() - () ) ei2nst df

'.l;‘(t) 2 pi2nfyt

-0

when W< f,.

5.16 Inanexperiment the observed pressure, p, was converted to an intensity
level, I, by the formula I = 20 log(p/p,), where p, is a constant reference
pressure. It was found that the experimental values of I satisfied a gaussian
distribution with mean I, and standard deviation o.

(a) What is the probability density satisfied by p?

(b) Show that the probability density found in part (a) approaches a
gaussian density as ¢ becomes small. What are the values of the mean and the
standard deviation?

5.17 Consider Eq. (3.29) for the special case N = 2 but suppose that the sec-
ond order moments fj; are not constant but have the form y; = o® s(¢;)
where §(¢) is a nonvanishing, positive function of t. What must be the func-
tional dependence of u;; on the time in order that the stochastic variable

x/\/s(t) be stationary?

Wy

wekbdt

2]

o

— s




CHAPTER VI

Measurements of Random Processes

6.1 Effects of the Finite Length of the Sample

In all of the preceding discussion it has been assumed tacitly that a
sample x(t, A) of a stochastic process was available for all {<° < 1<), In
practice one can only sample a finite portion of x(r, \). Sometimes, even, the
experimental function with which one is concerned exists only for a finite
time and the extrapolation to infinite duration is an idealization. An example
of the latter situation is the reverberation that follows the production of the
sound signal. !

Since one always has available only a finite portion of a signal, any
parameters that are calculated from this sample are themselves random vari-
ables and will have a distribution about a true value. As an example, suppose
one has a sample x(z, \) of an ergodic, stochastic process which as a mean
value zero and a standard dewiation g, ie.,

+T/2
(e, N) = N = m oL Xt Ndr=0  (6.1)
" g T T g
~T/2
and
+T/2
2 = J e lim 1 2, = 2
(x*(, ) = x*(t, N) T Tf x*@, N dt=0° .
=T/2
(6.2)
On the other hand, if one has available only a finite sample of length 7, one
can compute a quantity, see Eq. (3.10), \
+T/2
TN = [ X, N dt 6.3)
T2

which by definition is the time average of x(+) over the time interval 7. This
quantity will not be zero in general, although one would expect that if many
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values of x7(t, A) were determined for non-overlapping samples these in turn
would have an average of zero.

The average value of x7{z, A) can be determined most readily by taking
the ensemble average of each member of Eq. (6.3) and interchanging the order
of integration and averaging. This gives

+T/2
(TGN = 717 G(r, \pdr =0, (6.4)
£1/2

The last step follows from Eq. (6.1).
The mean square value of x7(z, A) can be calculated from the following
series of equations which are almost self-evident.

+T/2 +T/2
<[;R?,T)]’>=<% J x(ty, N dty - lT- f x(:,,x)dt,>
*1/2 2T/2
+T/2, +T/2
=<7_q ] (s, N x(t2, N) i dt2>
°7/2 *T/2
+7/2,+T/2
= 17 (x(1,N) x(t2, N)) dt, dt,
£1/2, ¥1/2
+T/2,+T/2
= ;17.[ ] Aty -4)dty dty (6.5
21/2, *1/2

It is not necessary to assume in the last step that the process is ergodic; only
that it is stationary in the wide sense.

The iterated integral can be simplified by rotating the coordinate axes H
45° by the following change of variables: H
VZup=ts+ty Ny =t;-1, . (6.6)

The two coordinate systems and the corresponding areas of integration are
illustrated in Fig. 6.1. Since C(*) is a symmetric function, Eq. (6.5) becomes

) TAZ +[(TIV2) - ua)
- Al amdn [
0 2(TA?) - u,)
. ‘ . ‘- b s
e ! I v 7 b ~ " .
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ts

1/2

-1/2
3 172
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i

¢ ~ 2
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R 3k

-T%'

(b)

Figure 6.1—Coordinate systems for evaluating { [X7(¢, A)]? ) and !
corresponding areas of integration. i

The factor two results from the symmetry of () and not from the change of ;
variables. The last integral can be evaluated readily. Upon introducing the i
j : change of variable, /2 u, = r, one has ‘

: Cler(e, V12 ) = %:f a- —177 YQ7)dr . 6.7
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This formula enables one to choose the sample length T necessary to achieve
prescribed limits on the fluctuations of the average value.

If T is large compared to the values of 7 for which ((7) is significantly
different from zero, the second term in the parenthesis is negligible. This is
rigorously true, for example, in white noise. When this approximation is
valid, see Eq. (4.20),

(L D)) = ﬂ;. , (6.8)

where W, is the power density of the process at f=0. On the other hand as
T— 0, the right member of Eq. (6.7) approaches ({0) which is the mean square
value of the unfiltered noise.

This simple example illustrates a characteristic of noise studies that is
generally true. In order to calculate the average value of the random variable
x7(t, M) one needs only the distribution function of x(+). However, in order
to calculate the mean square value in order to estimate the fluctuations in
x7(t, \) one needs the second order function C(7) for the process. Similarly,
if one wants to study the fluctuations in the random variable x (¢, A)? or in
xri (¢, A), one must know the higher order distribution functions defined in
Eq.(3.7)forn=1,2,3,4.

It is frequently convenient in experimental measurements to generate
the average of x(+) with a simple RC-circuit as in Fig. 6.2. In this case Eq.
(6.3) is replaced by

0+

eo(t, \) = 1%1? f eW/RC) x(u + 1, \) du . 6.9)

-0
The parameter A has been introduced in e,(¢) to remind the reader that
eo(2, \) is a stochastic process which depends on the sample parameter A. If
one takes the ensemble average of both sides of Eq. (6.9), one establishes that
{es(t, N))=0.
Proceeding exactly as in Eq. (6.5), one can show that

0+, 0+

(ep?)= elt2+1))/IRC) (2, - 1,) dty dt, .

1
(RCY?

—&,-@

When the coordinates are transformed as in Eq. (6.6), one gets, after a little
manipulation,

+00
2y 1 ey
{ep) 2RCJ exp(-l 7 YRC) Q(r) dr. (6.10)

§é
|
i
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: ! If RC is large enough, this may be approximated by
;. ) +o0

J B 1
2y o (7)) dr. (6.11)
oo™ ) = 3RC f

-0y

This last result can be given a physical interpretation since, by Eq. (4.8), the
. incegral is the power density, W, of the input at zero frequency. The response
of the low-pass RC-filter is down 3 dB at f= 1/2aRC. Hence,

TR YL 5o

{e,?) = noise power passed by filter.

A

3 ' Since long integrating times, i.e., large RC, yield narrow band widths, long
1 integrating times lead to small fluctuations in the output cf the filter.

. One should note that the preceding analysis is not an analysis of a square
2 ’ ) law detector, but is rather the analysis of the fluctuation of the output of a
k low-pass RC-filter when the input is noise. The analysis is applicable to the
s following situation.

E o Suppose that one has a sensor such as a depth gauge whose output isa
: ’ d.c. signal 5,, but that the output is contaminated by an additive noise n(f)
v whose origin may be in the medium or in the electronic equipment associated
9 , with the sensor. Thus the output of the instrument is a time series
E ] x(r) = s, + n(t) (6.12)
Il where s, is the desired value and n(¢) is the obscuring noise. In order to im-
‘ prove the determination of s, one can filter x(¢) with the RC-filter of Fig. 6.2.

If n(¢) has a mean value of zero, one can reduce the fluctuations in the output

to as small a value as desired by increasing the time constant, RC. On the

i other hand, there isa limit to how long one is willing to integrate since s,, itself
¢ is usually a slowly varying quantity. Equation (6.11) shows the trade-off be-

tween instrument sensitivity and time response.

R

II x (t)) 8 c == g,(t, )

Figure 6.2 A simple RC-arcuit.

) N . c“‘s\‘ - LY : .

L - — TN e et e e e U
- ——— e A

¢




e

iy

106 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES  SEC 6.2

6.2 Filtering the Square-Law Rectifier

Une of the standard methods of describing a noise level is the specifica-
tion of the mean square value of the time series. When the average is carried
out over an infinitely long sample, the result is ((0) as we have seen. A com-
mon experimental arrangement for this purpose is shown in Fig. 6.3. The
first filter will be omitted in the initial discussion.

WHITE NOISE FLTER x{t,2) x2{t,2) | Low-pass

RC-FILTER [ 6o(t A}

SQUARER

Figure 6.3—Illustration of the square-law rectifier and its filter.

The output of the system is given by Eq. (6.9) if the x(*) in the inte-
grand is replaced by x2(+). This gives
0+

eo(t, N) =E!C—j et/RC x*(t +u, \) du . (6.13)

=00

Upon taking ensemble averages, one finds

n

{eo(t, N))

0+
L /RC (x*(t + u, N
RCJ e/RC (x*(t + u, N) ) du

0+

u
a? f eu/RC d(ﬁ)

- OO

i

provided the process is stationary. Hence
(et V) = d? (6.14)

as it should. Thus, one concludes that on the average the RC-filter gives the
correct answer no matter what the value of RC. Some instruments, described
as True RMS voltmeters, form the square root of < e, > and thus provide di-
rectly a value of .

The output ¢,(z, A) will fluctuate about its average value so one would
like to have a measure of this fluctuation. The root-mean-square value of this
fluctuation sets a limit to the sensitivity since one cannot hope to detect a
change in the output if it is masked by fluctuations. By definition the mean-
square departure from the average value is
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(feo(t, N =0%]%) = (e,2 )-2(e, Y0? +0*
(6.15)
= (gp? ) =0 .

In order to calculate e,? one may write

0+, 0+
(eo2(t, ) = ffz'cl"ﬁ < f f el(uy +u2)/RCY [x(tuy Nx(ttu; )] 2

du1 du,
0+, 0+

= (RlW J f el{uy*ru2)/RC] ( [x(ﬂul,k)x(ﬂ'ug,)\)]' )
- = g ]
dlll dug.;

In order to evaluate this integral it is necessary to know the fourth order mo-
ments of the process. This information is not usually available. One of the
reasons for the popularity of the gaussian statistics is that the fourth order
moments can be expressed in terms of the second order moments. The reader
is referred to Bendat (1958, pp. 288-294) or Freeman (1958, pp. 245-247)
for the details of the evaluation.

Bendat shows that if (x(z, A) ) = 0, i.e., if the process is centered,

 Pe(ttuy, N x(t+uy, ]2 ) = CHOP2C* (uz-uy) - (6.16)

This enables one to use again the change of variable given in Eq. (6.6) to sim-
plify the integral. One finds

+00

(es“(t, \)) = CX(0) + ﬂ%f e~1/RC C*(1) dr . 6.17)
0

Consequently, the mean square deviation of the output about its mean value,
02, is, from Eqs. (6.15) and (6.17),

400

(leo(t, N =0%]?) = R—‘C— exp(-Ir /RC) C*(r) dr .

-00

Thus the longer the time constant, the smaller the fluctuations in the output.
Again if RC is large enough, one has g

B e e e 1@.
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+00
Ceolt, N =022 ) = EIE' f () dr . (6.18)
-0

It is profitable to compare Egs. (6.11) and (6.18) for the case of a
narrow-band noise. In this case ((7) is oscillatory and the integral in Ey.
(6.11) can be small even though (\(7) does not approach zero rapidly. This is
not true for Eq. (6.18). Suppose this behavior is examined in more detail.

If the first filter in Fig. 6.3 is a band-pass LRC filter, either parallel or
series, the autocorrelation function of the output, x(¢, A), is

qﬂ:%@_’ /20 [cos uy/T-1/4Q7 -1\/3Q%1 sin u\/T-1/40% ],

u=0 ... (6.19)

where

u =2mfpr
Q =0 of tuned circuit
W, = power spectral density of white noise input.

The derivation of Eq. (6.19) is left as an exercise for the reader. If we restrict
the discussion to filters with a narrow band-pass, 1.e., high-Q circuits, this equa-
tion may be approximated by

ar) = __.wagf eu/2Q cosu, u=0 .

Values of ({7) for negative 7 can be obtained by symmetry. It is easy to show
that for the latter approxunation

400
W,
Ar)dr = E-Qaz—
and
400
2
[ C¥r)dr = -"”—f’zé’—fe = 022 (6.20)

since W, nf,/Q = C(0) = 0* and @ > 1.
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One sees that the output of a low-pass RC averaging filter falls off as
1/Q* when narrow-band noise is applied to 1t, but the output of the square
law rectifier followed by a low-pass RC filter falls off as 1/Q. If Eq. (6.20) is
substituted into Eq. (6.18), one finds

o?
4RC

([eo(t, ) -0%)%) =

or the root-mean-square fluctuatton in the output about the mean value o® 1s
0/\/4RC provided RC > Q/nf,,.

6.3 The Effect of Sampling in Time

The operations described in the last section can be carried out with ana-
log devices. Frequently, however, one wishes to sample the time series at dis-
crete instants of time and carry out all calculations with these samples. One
may use (in principle) the exact ordinate values or quantize the sample values
mto two or more levels. There 1s also a question of the time interval between
samples. Under some circumstances it may be desirable to use random time
intervals between the samples, but it is customary to use a constant interval,
At, between samples. This practice will be followed here.

Suppose that one has a sample x( t, A) of a stochastic process and that it
is desired to replace this continuous sample by an infinite set uf discrete values

x(nAtN) , n=. ... -2,-1, 0,41, 42, .., (6.21)

3 One can obtain some guide to the best choice for Ar from a theorem known
as the sampling theorem (Shannon, 1949). This theorem states that if the
power spectrum W(f) of the process is limited so that W(f) =0for if |> W,
no information about x(z, A) will be lost if At < 1/2W. Since one is interested
in making At as large as possible, the sampling theorem is usually stated in the
form that the time series x(¢, A) should be sampled at Ar = 1/2W.

The samphing theorem was stated in the last paragraph for a stochastic
process. A derivation will be given, however, only for a deterministic signal
» which has a Fourier transform. Thus enables one to simplify the proof and em-

phasize the physical aspects. The reader is referred to Middleton (1960, pp.
212-215) for the extension to stochastic processes. Suppose that one has a :
signal £(f) with a Fourier transform E(f) such that £(f) =0 for |f |>W. The EA

function E(f) can be represented exactly over the frequency range -W < f<+ W
by the complex Fourer series
+00
£y = E Ay einnf/W (6.22)
- 7n=-00
| ¥
|
. [ .
W 4 . - . ) l. ) et 3 -
¢ i I B e ) ) LI B P - o
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where

s T

+W
A,,=2—’W- f E(f) erinaf/W df, n=0,11,%2, ... (6.23)
-w

The infinite set of coefficients 4, determines Ep uniquely.
It has been assumed that £(¢) has E(f) for a Fourier transform so one

may write, see Eq. (2.3),

+00 +W
E@®) = f E() eti2aft df = f E(f) etiznftdf . (6.24)
o0 W

Upon comparing Egs. (6.23) and (6.24) one sees that

E 1 n

: Ay = — E|{— ). 6.25

T (2w ) ' (6.25)

Therefore, one only needs to sample the wave form at a time interval At =

! ) 1/2W in order to determine all of the information contained in the signal.

E . The sampling theorem is exact but one is left a little unhappy about the
i assumptions placed on the spectrum. Most real processes have a spectrum that

falls off rapidly at higher frequencies but there is not a sudden cut-off as
postulated. Perhaps a more realistic assumption would be to introduce the
sampling of Eq. (6.21) and determine what effect it has on the power spectrum
of x(t, ). The mathematical details of the answer to this question can be

found in Blackman and Tukey (1958).
’ If one samples a time series at a regular interval A, and a sinusoidal
1 wave of frequency f{f > 1/2A1) is present, the sampled values plot smoothly
3 ; as though they were representative of a wave of frequency lower than 1/2A¢.
] ! This phenomenon, which is well known, is illustrated in Fig. 6.4. As a result
' when a stochastic process is sampled at regular intervals At, and a power
spectrum is computed, the power at frequencies greater than 1/2Ar appears
in the computed power spectrum at the frequency between zero and 1/2Az.
‘ The relationship between the true frequency of a spectral component and the
' apparent frequency can be illustrated graphically as in Fig. 6.5. The frequency

bl

. k) 3
i N S N T A N RN N gt T At M R *#W""Mm .

gy

MR s i

fw in this figure, 3

: fv=1/24t, (6.26) :
1 is referred to as the folding frequency or, more frequently, the Nyquist )
4 ' frequency. 3
! :
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" ‘ C“N\‘ - \{‘l v - - "2
e . R YRR P - -




SEC 6.3 MEASUREMENTS OF RANDOM PROCESSES m

Figure 6.4-Sine waves of different frequencies with
the same set of equally spaced sample values,

wif)
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(b)

Figure 6.5-Pictorial description of a folded spectrum.
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As illustrated in Fig. 6.5, the power density Ws(f) at frequency f of the
sampled process, is related to the power density W(f) of the unsampled process
by

W= WD+ ) Wiy +1)+ Wty - P - 6.27)
n=1

In order to enhance the physical interpretation of the folding concept, Eq.
(6.27) and the illustration in Fig. 6.5 are given for a power spectrum that is
restricted to positive frequencies.

The illustration of Fig. 6.5 offers a new way in which to view the sam-
pling theorem stated above. If the power spectrum WXY) is identically zero for
Lf 1> fn, there is no power “folded back” into the interval 0 < | fI< fy and
no distortion results from the sampling. This may be phrased in another man-
ner in order to provide emphasis. When a time series is sampled by an infinite
set of equally spaced values, as in Eq. (6.21), there is no loss of information if
W(f) =0 for If I> 1/2At. Further, it can be shown that the original signal can
be reconstituted exactly from the sample values (Goldman, 1953, pp. 67-69).

In the extreme case where the sample interval At is much too large for
the process being sampled, each sample value is independent of the others and
a smooth curve drawn through the sample values will not bear any resemblance
to the oniginal data. Figure 6.6 gives an example’ of this error. The top curve
1s a graph based on sample values with At = 100 minutes. The second pair of
curves shows curves based on a sample interval of 10 minutes, while the third
curve shows the results of decreasing the sampling interval to one minute.. All
of these curves are essentially similar since the adjacent samples are uncorre-
lated. 1t is only when the sampling interval was reduced to six seconds that a
meaningful sample was obtained from which the original data could be
reconstructed.

In the discussion of sampling it has been tacitly assumed that the noise
was a broad-band noise as illustrated in Fig. 6.5. In most cases of interest in
sonar applications, the noise is a narrow band of width W centered about a
frequency f,. A blind application of the sampling theorem stated above would
lead one to assert that the time series must be sampled with Az = 1/2(f, + W/2).
Clearly this seems 1n error since the narrow band noise can be looked upon as
a stnusoidal signal of frequency f, which has both amplitude and phase modu-
lation. The frequency spectra of the amplitude and the phase are restricted
essentially to the frequency band | f 1< W/2. Hence, there should be no loss

! This figure 1s reproduced from g, 4 of a paper by Webster (1964) who very kindly
gave permission for the reproduction. The ordinatz 1s the beaning in degrees of a velocity
vector.
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140
090
/ \\I“QVALS
140
090
040
350 10-min INTERVALS
300
140
090
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350 /
1-min INTERVALS
300
100
090 i
040
350 6-sec INTERVALS i
300 i

Figure 6.6—An example of the effect of sampling
 time series with too large a sampling interval.

of the information centained in the modulation if each of these modulation
fuiictions were san plcd at a time interval of 1/W, making a total of 2W samples
per second. A pro: f of this assertion is given by Kohlenberg (1953).

A large numb..r of papers have been published in which the problem of
analyzing narrow-bana noise samples is discussed. In the argument above re-
garding the necessity of 2W samples per second to represent a narrow-band .
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signal, appeal was made to the amplitude and phase modulation functions.
This is equivalent to using the analytic representation of the real signa: and
sampling the real and the imaginary parts of the analytic signal each at a rate
of W samples per second. In fact, one of the practical schemes of sampling
narrow-band signals requires the construction of the Hilbert transform, i.e.,
the imaginary part of the analytic signals.

Normally the sampling of a time series is not an end in itself, but the
sample values will be used for some purpose. One may wish to reconstruct
the original signal at some later date or one may wish to approximate a cal-
culation of a cross-correlation integral by a sum f products of sample values.
The first problem isreferred to as interpolation and has an extensive literature.
The reader can refer to a paper by Kohlenberg (1953) and one by Bonnet
(1965a). The second problem, which is of immediate interest in signal proc-
essing has been considered by Duflos (1964) and van Schooneveld (1965).

It is obvious to the reader that the sampling theorem is valid whether
the independent variable is time or distance and that the theorem can readily
be extended to a wavefield in three dimensions. In the latter case one can use
a three-dimensional grid of sample points. The details of this generalization
have been given by Stocklin (1963a, b).

6.4 Suggestions for Further Reading

A fundamental paper on the effect of sampling and one that is easy to
read is Davenport, et al. (1952). The book by Goldman (1953) has numerous
formulas pertaining to sampling in the frequency and the time domain. This
book contains many references to the literature and some interesting material
on the Hilbert transform.

A recent development in computer programming called the fast Four-
ier transform (FFT) provides an alternate method for computing power
spectra. In this program the Fourier transform is computed directly from the
sampled data points and the power spectrum is obtained from Eq. (2.9). The
reader is referred to the paper by Cooley and Tukey (1965) for details.

PROBLEMS

6.1 The bandwidth of a filter is sometimes measured by using a wide-band
noise generator whose output power density is a constant equal to W, from a
few Hertz to, suy, one megaHertz. This noise is passed through the filter and
the total integrated power W is measured at the output of the filter. The band-
width of the filter is defined as Af =0 /W, Apply this definition to the band-
pass filter of Problem 2.1 and compare the resulting value of Af with the band-
width between the 3 dB points of the frequency response.
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6.2 A stationary, stochastic time series x(#, A) with autocovariance function
Cy(7) is smoothed by forming an average

N

Z x(t+1y, N

n=1

Ay =

2|

where the 7, are constants such that 7, # 1, m# 1.
(a) What is autocovariance function Cy(7) of the new time series

e N)?
(b) Specialize your answer to the case 7, = nAt and N = 4,

6.3 A stationary stochastic time series x(¢, A) is used to construct a new time
series

= x(t+Af, N) -x(r)
N T Ar

which may be thought of as an approximation to the derivative of x(¢, \) pro-
vided At is small.
(a) Show that

Cy(1) =7 Cri7)/3r?

(b) Relate the power spectrum of y(t, X) with the power spectrum of
x(t, A) by partial integration of Eq. (4.8). State any assumptions regarding
Cy(7) that are necessary to justify your development.

64 Therelationship between the power spectrum of x(¢, A) and the spectrum
of its derivative was obtained in an approximate manner in the preceding
problem. This relationship can :1so be obtained by differentiating Eq. (4.27)
term by term whenever this is justifiable. Carry through the formal details of
this argument and obtain the power spectrum of the derivative.

6.5 Evaluate exactly the integrals

400 +00

f (X7) dr and f C*(1) dr

-00 -00

when C(7) is given by Eq. (6.19).
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CHAPTER VII
The Detection of a Known Signal in a Noise Background—Single Channel

Patt A. The Matched Filter

7.1 Intuitive Methods

The problem of detecting a signal of known shape in a noise background
will be discussed at some length for the case of a single channel, since the
mathematical methods are relatively simple. Further, the problems that arise
in the multiple channel systems are generalizations that can be understood
better after a discussion of the single channel case.

It has been seen that the noise output of any device can be characterized
partially by the power spectrum W(f) whose Fourier transform is the covari-
ance function C(). Equation (4.7) yields, for the special case 7= 0,

+00

Q0) = f W) df . (7.1)

-0

Now the value of the covariance function for zero lag, C(0), is the mean square
value of the noise. Hence, an assertion about the root-mean-square amplhtude
of a stationary, stochastic time series is really an assertion about the total
power in the series. Therefore, since W(f) is a non-negative function, Eq. (7.1)
shows that any filtering that is applied to the noise will reduce the mean-
square amplitude of the noise. Also, as shown by Eq. (4.37), any filtering will
reduce the probability that a sample value of a gaussian noise will exceed any
preassigned value. Consequently, the first step in processing a signal contami-
nated by noise 1s to filter it with a band-pass filter centered about the domi-
nant frequency associated with the signal.

One can give a qualitative, intuitive answer to the question of how wide
the pass-band should be. On the basis of the argument presented in the pre-
ceding paragraph one would expect that the pass-band should be as small as
possible compatible with a minimal distortion of the signal shape and loss of
energy content. For example, if the signal were a sinusoidal pulse of long dura-
tion, one could use a filter with an extremely narrow pass-band centered about
the signal [requency and reduce C{0) to an acceptable level. The price that
one would pay for this reduction in C(0) is increased detection time since, as

116
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the Q of the filter becomes larger, the time required for the signal level in the
output to build up becomes longer. However, as one works out various ex-
amples, one will discover that this intuitive answer js not always the optimum
answer.

When the peak amplitude of the signal is comparable to the square root
of ((0), one becomes most hesitant about decisions regarding the presence or
absence of a signal. This hesitancy will exist whether the output of the detec-
tor 1s presented on a paper recording, a cathode ray oscilloscope, or as an
audible signal. Often one has the feeling that if one could look or listen a
second or third time one could arrive at a better decision. When the signal is
presented on an oscilloscope tube or auraily, one begins to rely on the human
memory to compare successive signals in an effuit to increase the reliability
of detection. This is a form of time averaging over and above the filter men-
tioned above and 1t could be built into the system. For the present, however,
the discussion will be restricted to the possibility of only one “look.”

7.2 Analytical Solution

It was argued above from qualitative considerations that one should use
a band-pass filter as narrow as possible compatible with the energy spectrum
of the signal whose detection is sought. Fortunately, this statement can be
made more explicit by virtue of a paper by Dwork (1950)'. The following
analysis follows parts of this paper rather closely, and the reader 1s referred to
it for more details.

Suppose that one has a linear, passive device whose frequency response
15 Y(f) as Aescribed in Fig. 2.1 and Eq. (2.12). The input to thss filter is the
linear su.n of a noise signal x(z, \) with power spectrum W(f) and a signal £,(¢)
whose wave shape 1s known. The output signal, E,(f) in the absence of noise
1s given by (see Eq. (2.5))

400

%i Eo(t-)+ Eo(t4)] = f Y() Edp) eri2nft df (7.2

It seems likely that one could replace the term on the left by £,(2) for
all transfer functions Y(f) that correspond to experimental equipment. How-
ever, sice the unknown function f’(f) will be determined so as to maximize
a signal-to-noise ratio, it is well not to restrict the class of functions by requir-
ing a continuous output.,

Denote by S the maximum value of | £,(#) | considered as a function of
time.

YThis is not the carlest paper on the subject. Solutions for special cascs date back to
World War I1.
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The total power in the noise at the output of the network is denoted
N? and is given by

400
N2 = f wn L Y P dr . 1.3)

As pointed out in the discussion following Eq. (7.1), NV is the root-mean-square
of the output signal when noise alone is present. Therefore it appears quite
reasonable to take the ratio S/ as the measure of the signal-to-noise ratio and
to search for the function P(f) that maximizes this ratio. The reader will note
that S is defined in the absence of noise and N is defined in the absence of
signal.

Dwork asserts and proves the following theorem:

The maximum possible value for S§/N at the output will be obtained if, 3 1

and only if, we set? K
~ EI'U) i
7y = ELD pizesT (7.9)
W)
(T any real number), and the maximum value of S/N so obtained is 3
+00 14
M= ] LE(p 1 (W)~ df (1.5
3
Zoo 3

SRR,

Since the proof of the theorem presents an interesting example of the
mathematical techniques of analysis of the response of a system to noise, the
proof of the first part of the theorem will be given in detail. The reader is re-
ferred to the original paper for a proof of the *“only if.” It will first be shown
that the maximum value S/N may have for any filter response is M. Secondly,
1t will be shown that if the filter response )7(]) is of the form given in Eq. (7.4),
the resuiting value of S/N is greater than or equal to M. These two demon- 4
strations guarantee that the prescribed filter yields the maximum value of S/N.

In order to allow generality in the class of filters considered in the anal-
ysis, it has been assumed that the output E,(¢) of the filter may have a finite
set of discontinunties. Consequently, a statement about the maximum value of
1 Eg(f) | must be phrased as the maximum of the pair of values i E,(s-) | and
| Ep(t+) I since the maximum might occur at a point of discontinuity if one
exists. For all values of ¢

21f one wishes to prescrve physical dimensions, a factor of one ampere must be mnserted
on the nght.
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[E,(r) | < larger of the numbers | E(2-) |, LEo(s4) |

~f oo
* < f | P(F) B L df (7.6)

By virtue of the definitions of S and NV one has

ﬂ+oo 2
| 1toEoiar
~
/s\? e
[y < .
\ w1 P 1 dr
| L
Schwartz’ inequality, Eq. (3.19), will be applied to the numerator. It is de- .
sirable to wrnite the integrand in the following form:
o B 5 LE(p | é
POEW 1=V | P DL = g . |
This enables one to write the following inequality: g
+00 2 '
J 'Y ECH | df
. =00
é ;{-00 +00
~ o 2
< 1P 12 ar | - ED T 4|
‘ J W 17 f O
—-00 00
. so that Eq. (7.7) becomes
H +00 E
(5-)’ < f B 1 W) df = a2 .8)
N oo
for any filter response. There remains only the task of showing that the
, equality is achieved for the filter response defined in Eq. (7.4).
: Now, by definition, S is the maximum value of | E,(r) | for all ¢, so that
. for the particular value of £ =T. E
N - - N - A
1 . . . .
* . \ et - -
i = - - ~ -
g . L oY \ U - -
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§ 2 maximum of | Ex(T-) 1, | Eg(T#) |
2 B[ Eg(T-) + Eo(TH) ]

The last term on the right is given by Eq. (7.2) for =T, so

+00
s> f Y EqfyeriznfT af . (7.9

If 17(j) is given by Eq. (7.4), the integral on the right becomes equal to M? as
seen from Eq. (7.5) and also, in this case, to N? as seen from Eq. (7.3).
Consequently,

S>M =N*=MN
80
S/N = M. (7.10)

Equations (7.8) and (7..0) are compatible only if S/N = M as asserted in the
theorem. The meaning of the hitherto unspecified parameter T is now under-
stood. It is the time at which the output of the filter achieves its maximum
value. If one is not concerned with physical realizability, T may be any real
number.

This is an extremely important theorem but one must be careful to
understand what it does not say as well as what it does say. For example, a
system designed by this theorem is not a detection system in the strict mean-
ing of this expression since no judgement is offered regarding the presence or
absence of a signal. The theorem only says that if one plans to build a detec-
tion system which will operate on the instantaneous values of the output, the
filter response given by Eq. (7.4) will produce a maximum value of S/N. De-
tection rules must be added to the system based on other criteria. Similarly,
the system does not provide a signal extraction system since one has no assur-
ance that E,(¢) will resemble £(f) or represent a value of any parameter asso-
ciated with it.

The system design has been restricted in its generality by the assumption
of linearity. This assumption was implicit in Eq. (7.2). An example of one
of the effects of this restriction is pointed out by Mermoz (1964). He re-
marks that the nature of the noise enters into the solution only through the
power spectrum W(f). This function depends only on the second order mo-
ments of the process x(z, A). It las been pointed out that the process is com-
pletely determined by the second order moment only if the process is gaussian.
Two processes may have identical autocovanance functions and still diffe- in

et e wem = m wes o Soggtes el o

T




SEC17.3 DETECTION OF SINGLE-CHANNEL KNOWN SIGNAL 121

the higher order moments. It seems unlikely that the same filter response
would be optimum for both of these processes.

7.3  Physical Realizability of the Solution

The parameter T is arbitrary unless one wishes to specify the instant of
time at which the output of the filter is observed, but it is evident that the
factor exp(-i2nfT) provides a distortionless time delay T in the output. One
would like to minimize this time delay as much as possible, but one is con-
strained by the necessity of examining a certain amount of mput signal in order
to provide the maximum value of S. Since a realizable filter can provide mem-
ory, but not anticipation, the energy of the pulse cannot be fully utilized be-
fore its termination. Another way of stating this is that there may be a mini-
mum vatue of T that is permissible 1n order to assure physical realizability of
the filter.

There is no assurance that the operator prescribed by the transfer func-
tion f’(l) can be realized easily by a physical mechanism. However, in the
special case that the input noise power spectrum is a constant, W,, one can
make more explicit statements. One can demonstrate a specific method of
achieving the desired filter and with the aid of this embodiment demonstrate
that the response satisfies the conditions of physical realizability.

A specific method of processing the data will be prescribed and it will
be shown that this method is equivalent to the filter response of Eq. (7.4)
when the noise power W(f) is a constant W,,. The known signal £(f) 1s used
as a pattern for the construction of an image signal E{#) = E{-1). The incom-
ing message y(r) which is the sum of the noise x(¢, \) and the signal £4¢) is
multiplied by the known signal E+) and the product is integrated over all
time. As the position of the known signal £;(*) is shifted relative to y(r), one
obtains a new time series z(7) defined by

+00

«(t) = f 1) E{r-e4T) dr . 7.11)

o0

The translation of Ei{r-t) along the time scale by an amount T is clearly arbi-
trary and will vary according as one is processing data in real time or is proc-
essing data that have been stored cither temporarily or permanently.

In order to utilize the techniques of Fourier analysis, it is necessary to
introduce the customary notation

AT T,/2
Yr, (1) H). 1< To (7.12)
0,171>T,/2 .
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Since
+00

yr(7) = J Jr,(f1) eri2afir df, (7.13)

and
+00
E,'(T't"'n = f E‘,‘(fz)e+i2"f2(f"t+T) dfz, (7.14)
-0

Equation (7.11) may be written, after changing the order of the integrals,

400

+00
ZTo(f)"f .f’To(fn)dfnf Edf,) ei2nf20-T) df, X

o0

00
f eti2n(fi+f2) 747 .

=00

(7.15)

The last integral is the delta function, 8(f; + f;). This enables one to evaluate
readily the integral with respect to f, to give

400
(0= f Fr, (1) Egh) eriznfa(e1) df - (7.16)

Now E(t) 1s a real function of time, so by virtue of Eq. (2.10),
E(-h) = EX) (7.17)

and one sees that the operation described by Eq. (7.11) or, equivalently, Eq.
(7.16) is equivalent to processing the data with a filter whose response is

Ej*(f) e-i2afT . (7.18)

The parameter 7, has served its purpcse and may now be allowed to approach
infinity.

The response given by Eq. (7.18) is identical, except for a constant fac-
tor, with the response given by Eq. (7.4) when WAY) is a constant. The ratio
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S/N is unchanged when the filter response is changed by a constant factor so
the goal has been achieved; that is, the goal of describing a specific embodi-
ment of the filter.

The operation of multiplication and integration described by Eq. (7.11)
is commonly referred to as a correlation detector. On the other hand, if
E{r - t + T) is replaced by the image signal, the integral on the right becomes
a convolution between the signal y(7) and the image signal. For example, in
the special case that T = 0, z(f) = p(r) * E{s). The discussion of Eq. (2.14)
can be applied to show that if a filter can be designed whose impulse response
is the image signal, the output of this filter will be 2(¢) when the input is y(z)
for some value of 7.

When the power density W(f) of the input is white noise, the filter de-
signed by the present procedure is physically realizable in accordance with the
requirements set forth in Sec. 2.2 provided a modest limitation is placed on
the class of signal functions Ei(f). Since E, (/) is the transform of a real signal

E{?), the magnitude and phase of E,{j) are even and odd functions of f, re-
spectively. The product £;(f) exp(-i2nfT) has the same property. Therefore
condition number (2) is satisfied. One can see readily from Eq. (7.11) that if
the input )(7) is the delta function 5(7), the output is given by

2(0) = E{-+T) = E; (+-T) (7.19)

One can select T so that this output will be zero for £ < 0 provided there exists
a time ¢, such that the signal £x(¢), which serves as the basis for the design,
vanishes for all ¢ > t,. Further details of this argument are given by Dwork.

7.4  Further Riscussion of the Filter (Matched Filters)

Let us drop the assumption of white noise and return to the optimum
filter response defined by Eq. (7.4). In order to simplify the discussion the
parameter T, which is at our disposal, will be set equal to zero. If the input
to_the filter is signal alone, the output will have an amplitude spectrum
IE {) B/W(PH. On the other hand, if the input is noise alone, the power spec-
trum of the output is W(f) | ¥(f) ? = | E{f) P/W(f). Thus the design leads to
a filter response for which the shape of the output spectrum is the same
whether the input is s'gnal alone or noise alone. At first glance this seems
paradoxical, since one might think that the best filter would be one that pro-
duces a maximum separation between the output for noise alone and the out-
put for signal alone. A more careful consideration enables one to see the
explanation.

The clue to the apparent paradox is that an amplitude spectrum for the
signal was found to be the same? as the power spectrum for the noise. These

3These statements sound wrong from the viewpoint of dimensions since dimensional
constants of unit magnitude have been omitted.
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two spectra respond differently to changes in the filter response. When the
power density of the noise exceeds the energy density of the signal, it is clear
that the filter should reduce the respon:? of the system in this band of fre-
quency. There is a hmit to how much one should reduce this response, a limit
that is reached when the amplitude spectrum of the output signal is equal to
the power spectrum of the output noise. Similarly, when the signal energy
spectrum exceeds the power spectrum of the noise 2t the input, one should
increase the response of the filter, but not indefinitely.

It is customary in the literature to denote the filter developed in Sec. 7.2
as a “matched filter.” This term was first introduced by Van Vleck and Mid-
dleton (1946), but Middleton (1960, p. 717) now prefers to call it a “matched
(S/N)filter” to distinguish it from filters matched on the basis of other criteria.
It is customary now to define a matched filter with respect to signal shapes
rather than detection criterion. For example, Tuiin (1960) gives the follow-
ing definition. “If E(r) is any physical wave form, then a fiiter which is
matched to E(¢) 1s, by definition, one with impulse response

h(t) = kE(T,, -1) (7.20)

where k and T, are arbitrary constants. A brief calculation will show that the
S/N matched filter described in Sec. 7.2 is matched to E(:) in the sense of
Turin if W(f) is constant.

Frequently, the matched filter is thought of as a device for puise com-
pression so that a long pulse can be transmitted at Jow peak power. The effect
of the correlator is to shorten the pulse and increase the peak power corres-
pondingly. As a consequence of this viewpoint, the output of the correlator
is often squared and mtegrated with a circuit whose time consfnt is equal to
the width of the correlation function of the transmitted pulse. This approach
1s of value when the power output of the transducer is limited by cavitation.

7.5 An Application of Matched Filters to Narrow-Band Signals

It 15 desirable to give a few details of the application of a matched filter
to a narrow-band signal since this will illustrate the distinction vetween co-
herent and incoherent detection that will be discussed in more detail in Sec.
8.4. The following illustration is applicable to any type of matched filter and
is not restricted to the specific matched filter that maximizes the s.gnal-to-
noise ratio.

Suppose that one transmits a narrow-band signal centered about a fre-
quency f,. It was ponted out in Sec. 5.5 that this kind of signal can be
represented by

E(t) = A(D) cos wyt + B(r) sin wyt (7.21)
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where A(f) and B(z) are functions restricted to a frequency range |f 1< W/2 <€
fo = wyu/2nm. Aslong as the doppler shifts due to the motion of the target and
the volume and surface scatterers ure small compared to ¥, a filter may be
used in the recetving system to reject all noise signals whose frequeucies fall
outside the bands * (f, *+ W/2). Consequently, the received message may he
expressed as

T P A PYY Y )

e,

x(1) = alt) cos wyt + (1) sin wyt . (7.22)

If one wishes to form a cross-correlation between a stored rephca of the
transmitted signal £(¢) and a firite sareple of duration T of the received mes-
sage, one calculates

+7/2
Cpy (1) = E(y x{t+r)de . (7.23)
TN
When the product is expanded with t! ¢ aid of trigonometric wdentiues, one
has (omutting terms of frequency 2wy)

CEx (1) = (1) cos wot + (1) sin wot . (7.24)

- where

() (A alr-1) + B(e) fle+7)] dt (7.25) 3

0
to|—~

TR

and

+7/2 :
1 [A() B(e+7) - B() a(t+n)] dr . (7.26) ;

3 ! A1)

It 1s evident from Eq. {7.24) that, after the frequency compenents in
the vicinity of 2w, are removed by filtering. the output of the cross-correlator
15 a narrow-band signal centered about wy . If one knows the carrier phase of
the transmitted signal relative to the signal modulation, the detection process
can be based solely on the function a(r) defined in Eq. (7.25). However, if the
phase of the carrier is unknown, one must work with the envelope of Cgx(7):
Equation (7.24) may be wntten

: P Cix (1) = R(7) cos [wot-¥7)] | (7.27)
- ¢
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where
R¥ 1) = @(n)+B () , (7.28)
and
) = tan~! BOAE)] . (7.29)

The significance of these operations for the signal-to-noise ratio can be
understood by assuming that the received signal is obscured by an additive
gaussian noise. After narrow-band filtering centered about the frequency
Jo(F we/2m), the noise can be represented by an equation like (7.21), say

En() = An(t) cos wot + By(t) sin wet (7.30)

where Ap(f) and By(t) are independent gaussian variables (Davenport and
Root, 1958, p. 160). The noise contributes to each of the terms in the right
members of Eqs. (7.25) and (7.26). ;n coherent detection where one knows
the phase of the carrier and can work with ({(r) only, the two terms on the
right side of Eq. (7.25) will yield a coherent addition for the in-phase and the
quadrature components of the signal. The phase and quadrature components
of the noise, however, will be dependent so it is the sum of their intensities
rather than of their amplitudes that is important. This argument shows that
when the phase of the carrier relative to the signal modulation is known, one
can enhance the signal-to-noise ratio 3 dB by using both the in-phase and the
quadrature components.

If the carrier phase of the returning signal 1s not kncwn, one must work
with the envelope R(7) cf the output of the cross-correlutor. This means in
turn that one must calculate (7) defined by Eq. (7.26). The computation of
B(r) does not add any further information about the signal E(¢) but it does
double the effective noise in the output since the noise : ower contributes as
much to B(r) as it dees to @(7). Thercfore, the signal-tu noise ratio for the
case of no knowledge of the carrier phase is 3 dB less than the value when the
carrier phase is known, all other variables being the same. This difference 1s
significant, of course, only when the signai-to-noise ratio is low.

It is evident from this discussion that the shape of the signal which is
used to modulate the carrier should 1 synchronized with .he carrier for opti-
mum performance. In echo ranging one will not know the carrier phase of the
returming signal so that one will 1.0t know the instant of time, 7, at which
Q() or R(7) should be sampled.

Nevertheless, there wil be situations such as in a closed communication
system or in a laboratory instrument where one has a knowledge of the carrier
phase relative to an externai, stable clock so that one can know the time at
which the output of the cross-correlator should be sampled.
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7.6 Maximum Signal-to-Noise Rz:io for a Finite Number of Sample Values

The careful reader will have noted that in the solution of the optimum
filter developed above, it was assumed that the experimenter had an infinite
sample of signal on which to operate. This assumption was disguised since
most of the operations were carried out in the frequency domain. However,
the solution of Problem 7.1 will show that, in general, all of the signal y(¢),
w0 < t< o0 js necessary for the computation of the output, z(f), of the
ideal processor which maximizes signal-to-noise ratio. In practice, operations
are restricted to a finite sample of data so the question should be restated as
follows: *“What filter response will yield the maximum signal-to-noise ratio
when the length of the data sample is finite?”” Since the answer to this ques-
tion requires a knowledge of integral equations, the reader is referred to Hel-
strom (1960, pp. 95-121) and Middleton (1960, pp. 714-717) for the solution.

If sampled data are used in the processing of the acoustic signal, the
integral equation mentioned in the last paragraph is replaced by a set of simul-
taneous, linear equations which can be inverted by matrix algebra. In view of
the widespread use of time samples in signal processing, ii seems desirable to
carry out the design of a processor that maximizes the signal-to-noise ratio for
a set of M sample values.

Suppose that M values of the received message y; = y(1) (i=1,2,..., M)
are formed. Each sample value y; is the sum of a noise component, N; = N(t;, N),
and a known signal component, S,. Normally, the message samples are equally
spaced in time, Although thisassumption is not necessary for the present anal-
ysis, it will be introduced to facilitate the discussion. The received message is
processed by a linear operator of the form

M

z = byiaj , i=..., =1,0,+1, ... (7.31
=1

This linear function of message samples may be looked upon as an approxima-
tion to the convolution obtained in Problem 7.1 or to the integral in Eq. (7.11).

It is assumed in the present analysis that the shape of the signal and the
arrival time are known. The first assumption shows that the number of terms
in the operator (b;) are such that £y - ¢, is equal to the duration of the signal,
since the use of fewer terms in the operator would mean that not all of the
signal contributes to the output while the use of more terms would only in-
crease the contribution of the roise. Consequently, the output signal, §, in the
absence of noise may be defined as

M

S = Z S, - (7.32)

j=1
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The noise level, N, in the absence of the signal is defined in terms of the
average of the square of the output. Thus N is the positive square root of

M 2 M
Nt = Z by Njsj = Z by by ANuj N+ ) . (7.33)
j=1 k=1

If the noise is stationary in the wide sense, this ensemble average is independent
of the subscript i. If the noise process has an average value of zero, the en-
semble averages on the night are the central second order moments, Eq. (3.30),
of the process, and one may write

M
Nt = bi by wix - (7.34)
Jk=1

The design of a linear operator (b;) that will maximize the signai-to-
noise ratio will be achieved when the ratio

M 2
). uS
SV N T 7.35
(N> M (7.35)
bj br ik
1.k=1

is maximized. This general problem of maximization will be restricted, how-
ever, by holding the numerator constant and minimizing the denominator.
This restriction 1s justifiable in view of the limited dynamic range of the sonar
system. The restriction is equivalent to fixing the output level that is desired
for the signal and minimizing the background noise that obscures it.

The problem of minimizing the denominator of the right member of Eq.
(7.35) while the numerator is held constant can be solved by introducing a
small variation in the operator coefficients. Let

by b teg

where € is a small, rea} number. The numerator will remain constant if the co-
efficients (c;) are subjected to the condition

M

Z 68 =0. (7.36)
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The denominator will have an extreine value (which can be shown to be a min-
imum) if

M
E (b,' + ec,) (b + ecp) Mk ! o =0.
€

1.k=1

®f

When this expression is evaluated and the symmetry of the second order mo-
ments, w, 18 utilized, one obtains

M
bk =0 . (7.37)
jk=1
Equations (7.36) and (7.37) are mutually consistent provided
M
Zulkbk: S, 7=1,2,...,0M. (7.38)
k=1
The desired set of operator coefficients 1s found by solving this set of linear
equations.
If the source of the noise is a gauss process defined in Sec. 3.6, the ma-
trix (a;x) appearing in the probability density function, Eq. (3.29), is the in-

verse of the matrix (yjx) of the second order moments. In this case the
solution of Eq. (7.38) is

M

b = Z qr Sk . (7.39)

k=1

In summary, if a known signal 1s obscured by gaussian noise and the processing
system consists of the formation of a linear combination of M samples, the
signal-to-noise ratio will be maximized when the coefficients of the operator
are determined by Eq. (7.39). If the noise is white, the matrix (a;x) is diagonal,
@ = a 8, and Eq. (7.31) represents a finite approximation to the matched
filter.

Part B. The Likelihood Ratio
7.7 Signal Detection as a Problem of Hypothesis Testing

1t was shown in Part A of this chapter how one may develop methods for
maximizing the signal-to-noise ratio, but this process, useful thongh it s, does
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not solve the problem of signal detection. Some criterion for the decision,
“Yes, a signal is present.” must be introduced. Presumably, one can introduce
a threshold, or limiting value, and decide that a signal is present whernever the
output exceeds this threshold. Unfortunately, this approach is empiiical and
does not appear to offer a sufficiently broad foundation on which a theory of
signal detection may be developed.

A more fundamental approach to the problem of signal detection can be
achieved by considering it as a question of hypothesis testing. 1t was pointed
out in Sec. 5.1 that two hypotheses may be considered: H,, no signal is pres-
ent, and H,, a signal is present. It is assumed that these two hypotheses are
mutually exclusive and that one hypothesis is correct. In theory it is possible
to assess the prior probabilities of these two hypotheses before any measure-
ments have been made, although in practice this assessment may be extremely
difficult to justify. After the available measarements are analyzed, one can
assess the posterior probabilities of the two hypotheses. It 1s reasonable to
assume that in some sense the best decision is made when cne selects that hy-
pothesis which has the greater posterior probability. It may be desirable to
depart from this decision rule in order to allow for other considerations such
as the false alarm rate or changes in the assumed values of the prior
probabilities.

These ideas can be expressed more concisely by using the formulas of
Sec. 5.1. In Sec. 5.1 the parameter § was introduced in the equations to
designate fundamental informatioi such as depth of water, roughness of the
bottom, and the nature of the sea surface. This kind of information is stil!
relevant but the parameter § will be suppressed in order to simplify the form
of the equations.

The observation was denoted sumply by the pirameter p in Sec. 5.1,
but for the present discussion 1t 1s desirable to delineate more carefully what
is meant by an observation. In the case of a single channel the observation
may be a recording of 4 time series x(z, A\) over a finite time interval,
0 <t < T, but 1t is often convenient io form discrete, equally spaced sample
values of x(¢, A). In the latter case one has a set of sample values as in Eq.
(6.2)) withn=1, 2, ..., M, and the observation may be represented as a vec-
tor V in an M-dimensional space. In keeping with this point of view the
scaler parameter p will be replaced by a vector ¥ whose components are the
M observations.

When these changes in notation are introduced and the number of hy-
potheses is restricted to two, Eq. (5.3) becomes

P(H, 17) = P(Ho):((‘v; | Ho) (40)

and
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PH, W)= H,);(V | H,) (741)

As mentioned above, the prior probabilities are related by

PHp)+P(H)=1 . (7.42)
bimilarly, the posterior probabilities are related by

P(H, |\ V)+P@H, D) = 1. (7.43)
The unknown probabdityP(V) can be eliminated by forming the ratio of Egs.

(7.40) and (7.41). The resulting equation and Eq. (7.43) can be solved for the
posterior probabilities. This yields

PH, | 7) = [u%%l) | (7.44)
and
= AHy) 1 1™
PH, | D) [1 o | (7.45)

where the likelihood ratio, 92(7), is defined by

> _PVIH
o) = %m% (7.46)

The form of Eqs. (7.44) and (7.45) can be made simpler if the likelihood
ratio is generalized to

L@y = B IH)PHY) (7.47)
P(V |Ho) P(Ho)

Further, it will be seen that this extended definition of the likelihood ratio
arises naturally in the development of Eq. (8.28). However, in order to cal-
culate L(V) one must endeavor to assess realistically the probabilities P(H,)
and P(H,). This is extremely difficult to do since it involves answering sub-
jective questions such as, “What is the probability that a submarine is in the
sonar beam?” For this reason the discussion of signal detection often is based
on the function Y V).
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7.8 Thresholds for the Likelihood Ratio
The simplest solution of the problem of threshold selection would be a
comparison of the two posterior probabilities P(H, IV) and P(H, l?)fol-
lowed by the selection of the hypothesis with the greater probability. Equa-
tion (7.43) shows that this criterion would lead to the conclusion that a signal
is present if P(H, | V) 2 0.5. However, in view of the fact that uther consider-
ations such as faise alarm rate may suggest a change in the thresheld, it seems 2
desirable to decide that a signal 1s present whenever ’
P, (Y= P, (7.48)
where Py, is a threshold to be determined later. 3
The ratio P(H,)/P(H,) that occurs in Eq. (7.45) 1s the ratio of two %
probabilities and, therefore, 1s never negative. This means that P(H, | V) isa
monotonic function of the likelihood ratio Q(V), and as Q(V) varies from zero Z
to infinity, P(H, | f’) varies from zero to unity. Consequently, the inequality H
Eq. (7.48) can be replaced by 3
e
k3
Q(V) =4 , (7.49) ¥
where €, is a new thresheld value. 3
. A similar argument shows that P(H, | 7) decreases monotonically from 3
unity to zero as 2(17) varies from zero to infinity. The dependence of the two §
posterior probabilities on &( 7) is shown schematically in Fig. 7.1. :
If 1t be assumed that a value for the threshold, £y, can be chosen in a §
logical manner, a detector based on posterior probabilities can be replaced 3
i
3
10 i
. 3
[S
) -
3 ik, | V) ;
o .
o
& 05— ————
[+ 4
] |
& | - _
£ | PitoV) ';
e | .
0 L .
Y - !
PiH,)/PIH, ) U ]
Figure 7.1-A schematic graph of the dependence 2 ?
of posterior probability on the likelihood ratio. ? g
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uniquely by a detector based on the likelihood ratio. Aeain, since % Q(V) isa
monotonic function of £( 7), the inequality Eq. (7.49) ran be replaced by

tmUP)=L=my, .

In mary nstances the use of the logarithm simplifies the receiver design.

7.9 A Simple Example

Before going further with the analysis of the likelihood ratio, it is well
to consider an example so simple that the mathematical analysis will not ob-
scure the concepts. Suppase that one wishes to measure the instantaneous
value of a signal § which may have the value zero or Sy . The hypothesis H, is
that § = 0 and the hypothesis H, is that § =§,. The measurement 1s compli-
cated by the presence of an additive random noise NV whose value is governed
by the Rayleigh probability density, Eq. (5.26)

PV :% N o (1.50)

3 ' where ¢ is the root-mean-square value of N,
In the present example the vector V, the observation, has only one com-
ponent, V, given by

E . V=N+S , (7.51)

- and one wishes to reach a decision of the value of S from a consideration of
the likelthood ratio. If hypothesis H, 1s true, $ = 0 and ¥ = N, Hence,
P(V | Hy) 1s simply Eq. (7.50) with N replaced by V. On the other hand, if
hypothesis H, is true, Eq. (7.51) shows that N = V-S,. Consequently, one
may use Eq. (7.50) for P(V | H,) provided N is replaced by V-S,. It should

it

4 be remembered that V is non-negative so that ¥ can never be less than S¢. This
3 ‘ means that
i
¢ = 0 y 0 < vV <SO
AV iH,y)
= 230 exp (15010}, So < ¥ . (752)

’ The likelihood ratio, Eq. (7.46), becomes in this case,

' 0,0<v<1
(V) = (7.53)
(1) exp{H(2-1)So/0)?}, 1<,
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where v = V/S,. Some curves of (V) versus v = V/S, are plotted in Fig. 7.2
for various values of (So/0)?, the signal-to-noise ratio squared.

7.10 The Probability of Detection and the False Alarm Rate

In general the likelihood ratio defined in Eq. (7.46) is itself a random
variable that is governed by the statistical parameters that control the noise
and the signal, Hence, it is proper to introduce the concept of the probability
density of (7). Let

P [P)H, ] = probability density function governing Q(V) when no
signa: is present (7.54)

P [%P) |H, | = probability density function governing 8(¥) when a

signal is present. (7.55)
(=) of N
3 ~F S of S/ o —
&
Qv
V)2 =
o\

1 —

. | | |
0 1 2 3 4 5

V/S,

Figure 7.2—The liketihood ratio vs the message V'
for a dc signal obscured by Raylcigh noise.
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Although it may be difficult to express these probability densities in a usable,
analytical form, it is possible to prove some general results that will enable one

to visualize their behavior.
The formula of conditional probability, Eq. (5.1), may be used to write

PLV) Ho | P(H,) = PV)]
PP IH, ) PHy) = P[]

and ‘
PV IH,]| P(Ho) = AV)
P[ViH,] PH.) = PP .

The ratio of the first pair of equations eliminates P { Q(V) ], the ratio of the
second pair eliminates P(V), and the ratio of the resulting equations eliminates
P(H)/P(H,). This yields the important result

PLUD) B, ) = POIHY o
PV Ho | = AV |H,)

Thus the two graphs of the probability densities of the likelihood functions
) ‘ cross at !Z(V) =1,and P { Q(V) [ H, ] is greater than P [ Q(V) |Hg ] when
1 Q(?) > 1. In this sense one may say that large vaiues of the likelihood ratio
are associated with the presence of a signal.
It is customary in the literature to introduce two kinds of errors. A Type
I error, or error of the first kind, occurs when one decides that a signal is pres-
3 ent when, in fact, there is no signal. A Type I error, or error of the second
: kind, occurs when one decides that there is noise only when, in fact, a signal
is present. When signal detecticn is based on a threshold value £, for the like-
i lihood ratio, the probability of these two errors are

(7.56)

.
A TN

S TR R

oo

(Type L error) a =J P Q('f") IHg ] dQ(V) (7.57)
%

Lo
(Type 1l error) § = J PIAP)IH, ] &V .. (7.58)

0

The error of the first Kind is often called the false-alarm probability and it
sometimes plays a basic role in the decision making policy. For example, if a
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ship’s captain took evasive action every time 2(7) > %, a high rate of false
alarms could be prohibitively expensive in time and material. Frequently the
concept of an error of the second kind is replaced by the detection probability
fg = 1-8. Thus one has

00

ad=1-3=J PV IH)] auP). (7.59)
Lo

Equations (7.57) and (7.59) enable one to plot a graph of By versus a
with €, as a parameter as illustrated in Fig. 7.4. A curve of this kind is often
called a receiver operating characteristic and the resulting diagram, Fig. 7.4, is
referred to as ROC curves® or graphs. It is easily seen from the equations
above that a = 3 = 1 when £, = 0 and a = 3 = 0 when £, = %. Further, the
slope of a characteristic is given by

;§

d,
"dﬁ_::' = Qo . (7.60)

Different values of the signal-to-noise ratio yield different characteristic graphs.
A second family of curves may be drawn on Fig. 7.4 by drawing the curves

2o = constant. With the aid of these curves one can plot f; or a versus signal-
to-noise ratio for each value of threshold level.

7.11 A Second Simple Example

The nature of the ROC graphs can be demonstrated most readily by
working out a simple example. Suppose that one has a known signal S(¢) which
may (hypothesis A ) or may not (hypotiesis H,) be present, and that this sig-
nal is obscured by an additive, gaussian noise N(¢) with zero mean. The pres-
' ence or absence of this signat 1s to be determined on the basis of M equally
‘ spaced samples V,, = V(nAf), n=1,2, ..., M, of the received message. Thus

the observation §(=§+ﬁ) is an M dimensional vector whose components are

[ETE—R TR R . mew WAEDR

C

Va=Sp+Ny , n=1,2,....M . (7.61)

The components S, are known while the set of M values N, are governed by
a the gaussian probability density, Eq. (3.29),

‘A large number of interesting ROC curves, both theoretical and experimeatal, are given
i by Green and Swets (1966).
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M
_ lamp 1% 1
NNy, oo Ny) = =B —— exp<-= AmnNmNy p. (7.62)
(2mM/2 2 b
m,n=

The probability densities P (V | Hy) and P('V | H,) are obtained from Eq.
(7.62), as before, by substituting Ny, = Vi and Ny, = V=S, respectively.
Consequently, the likehhood ratio, 2(7), defined in Eq. (7.46) becomes

M M
() = exXp Z amp VmSn ‘;— Z amnSmSn p - (7.63)
mn=1 m,n=1

Although Eq. (7.63) is vahid only for the highly specialized case of a sig-
nal whose time of arrival and whose wave form are known exactly, it can be
used to illustrate many of the features that characterize receivers designed to
colculate likelihood ratio. It is evident from Eq. (7.63) that the statistics of
the noise background in the form of the matrix (a,,,) plays a prominent role
n the recewver design. This matrix yields a quadratic form in the signal com-

M
ponents and a bilinear form Z @mnVmSn i the message and signal
m,n=1
components.
In order to simplify the following expression let
M
Sq = Z AmnSmSn (7.64)
m,n=1
M
S = Z 8mnSn (7.65)
n=1
M M
E, = Z amnVmSn = Z VinSin - (7.66)
m,n=1 m=1

When this notation is introduced and the logarithm of Q(V) formed, one has
the following simple form for the receiver:

tnAP) = E, -;- Sg - (1.67)

Thus one evaluates the quantity E, which is a linear combination of the M
observations ¥, and adopts the hypothesis H, if £, > £, 2, + 145,. Since the
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138 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 7.11

quadratic form, Eq. (7.64) is positive definite, the quantity %S, 1s always
positive and may be thought of as a bias on the threshold value £,%,.

The nature of the receiver can be understood better by considering the
special case of white noise. In this case

R

8mn = Smnlo’ (7.68)

and
M
E, = L,Z ViaSm - (7.69)

When this equation 1s compared with Eq. (7.11), 1t 15 seen that except for the
factor 62, this is the matched filter, expressed in terms of finite samples, which
maximizes signal-to-noise ratio. Consequently, now one understands better
the role of Egs. (7.65) and (7.66). Equation (7.65) effectively distorts the sig-
nal shape (S, ) to anew shape (S}, ) such that the message (V,,) can be treated ¢
as though it were obscured by a white noise.

Actually, this explanation of Eq. (7.65) 1s helpful to the understanding
of the nature of the receiver, but a comparison of Eqgs. (7.29) and (7.65) is .
more illuminating. The structure of the receiver which maximizes the signal-
to-noise ratio is identical with the structure of the receiver that provides a
measure of the likelihood ratio. Thus one can dispense with the rather strin-
gent assumption made earlier in this section that the time of arrival of the sig-
nal is a known quantity. The output of the receiver is observed continuously
and whenever the output exceeds the threshold 21 €, + 145, it is concluded
that a signal is present. The basis for a choice of the value 2, will be considered
now.

The probability of errors of the first and second kinds can be computed
when one knows the probability density for the random variable £, defined
by Eq. (7.66). A straightforward method of calculating this probability den-
1 sity is to evaluate the characteristic function defined in Eq. (5.5) and take the
1 . Fourier transform as in Eq. (5.6). This calculation must be carried out for
‘. each of the hypotheses. If hypothesis H; applies, that is, if a signal 1s present ,
the characternstic function ¢, (¢) is by definition given by i

i,

Eat

" b, R

Goo M
01(6) = E {eitEa} = eit 2 s'm(Nm*sm)f(N.,Nz,...,Nm)dIV .

i m=1
- 00

This M dimensional integral can be evaluated to give

o1(0) = eitSq - %Sat* .
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The Fourier transform of ¢, (¢) yields the probability density

Eq-8q)?
P(E, \H,)= \/z'st‘ AT s:’ , (1.70)
a
(Ho)= —L g-Ea” 7.7
P(E, Ho)—-—z\/:rEeEe (7.71)

Thus in each case the probabiiity density function is a gaussian error function
with standard deviat:on +/S,. When a signal is present, the mode is shitted in
the positive direction by an amount S;. The quantity S, is a measure of the
ratio of signal energy to nuise energy. This can be seen most easily in the case §
of white noise by using Eq. (7.68). AsS, increases, the two probability den- :
sities, Eq. (7.70) and (7.71), broaden, but their modes separate more rapidly
so a better resolution of the two hypotheses result.
Figure 7.3 is a plot of the two probability densities for S, = 1. This il-
lustration shows how the two errors arise since no matter where one selects
the threshold for Ej, the curve P(E, | Hy) xtends to the right and P(E, | H))
extends to the left of this threshold. .
If a threshold value E, is located on Fig. 7.3 and used as the criterion
for a decision, the false alarm probability is

B 2
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_oo
“=J P(E, 1Ho) dE, = 1 - &(ENET) 2.72)
£y
where®
P(x) = —-\;.2—?- exp(-t2/2) dt . (7.73)
=00
Similarly, the probability of detection 1s
Ba= .[ P(E, |Hy) dE; = 1 - ®{(E, - 52)N5g ). (7.74)

b‘o
As remarked before, when S, is given a fixed value, Eqs. (7.72) and (7.74) pro-
vide a parametric form of a graph of §; versusa. A sct of such curves is given
in Fig. 7.4 for several values of S, a measure of the ratio of signal power to noise
power. These curves show how the false alarm diminishes as the signal power in-
creases relative to the noise. Frequently, this figure is plotted using a logarith-
mic scale for the abscissa and a gaussian probabiiity scale for the ordinate.

a

Figure 7.4—Receiver operating characteristics for the example of Sec. 7.11.

$There are many definitions of the function ®(x). The present notation is the onc used

by Cramér (1946) wio refers to ©(x) as tie normal distnbution function.
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PROBLEMS

7.1 Consider a filter whose response is given by Eq. (7.4). Show that if the
input to this filter is a function y(f) which has a Fourier transform J(f), the
output, z(f), may be expressed as a convolution,

2(t) = G(1) * y(1).

(a) Give an explicit definition of the function G(¢) in terms of the
signal shape F{¢) and the formal Fourier transform of [W(f)]™}.

(b) Show how the argument must be modified if [W(f)] ™' doesnot
have a Fourier transform. 3

7.2 It 1s permissible to process the signal £(f) defined in Eq. (7.21) by ex-
tracti~g A(f) and B(t) directly from the signal. Show how this can be done.
Since a(r) and §(r) are known functions, one can proceed directly with the
calculation of Egs. (7.25) and (7.26). Discuss the relative merits of these two
alternatives.

7.3 Show that the extreme value of the denominatos of the right member of
Eq. (7.35) is a minimum when the operator is given by Eq. (7.38).

7.4 Show that when the operator (b)) ’s defined by Eq. (7 39), the value of
(S/N)? given by Eq. (7.25) becomes

M

(5/Mhax = E aj; SiSi -

Lj=1
7.5 Calculate a set of ROC curves for the example of Sec. 7.9.
7.6 Modify the example described in Sec. 7.9 by assuming that the noise has
a paussian probability density of rie. » zero and standard deviation 6. Compare

the likelihood ratio for this case with those of Fig. 7.2.

7.7 Calculate a few ROC curves for the combination of signal and noise de-
scribed m Problem 7.6.

78 Should ilie sum, a + §, of the probabihities defined 1n Eqs. (7.57) and
(7.58) equal one? Give reasons for your answer.

7.9 Derive Eq. (7.60).

7.10 Derive Egs. (7.70) and (7.71).
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142 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES PROBLEMS

7.11 The discussion in Sec. 7.11 is deceptive in that both E, and S, depend
on the noise level. Separate the noise level in the special case that ay,, =
Smnl0®, where 8,,, is the Kroneker delta and o? is the mean-square value of
the noise. Suppose, further, that S, = S,s,, where S, is the root-mean-square
value of the signal. In this case the threshold can be expressed in a form that
does not depend on the signal and noise levels as it did in Sec. 7.11. Plot a few
ROC curves for this example and trace a cyrve of constant threshold on this
figure.

o

7.12 Show that the inequality P(H, | V) 2 0.5, see Eq. (7.48), is equivalent t
toL(H>1. ;

7.13 Aset of ROC curves are constructed on the basis of a threshold value for
some parameter E;. Prove that the ROC curves are symmetric about the diag-
onal of slope -1 provided that P(E, | H,) is identical with P(E, | H,) except
for a displacement along the E,-axis and P(E, | H,) is symmetric about some
value, £, = M, say.
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CHAPTER VIII

Objective Criteria for Signal Detection

8.1 Introduction

The developments presented in the last chapter shuwed how one can
detect a known signal in a noise background. It was found that signal detec-
tion could be expressed in terms of a threshold, but the choice of this threshold
presented a serious problem since there was a conflict between the two kinds
of errors that arose in the detection process. Fortunately, when the funda-
mental approach is stated more broadly, as in this chapter, the logical basis for
a choice of the threshold b. .omes clearer. Further, this extended discussion
provides automatically an answer to another problem that has not yet been
raised. There are many circumstances in which the signal is no¢ fully known
but contains statistical parameters for whose variation allowance must Le
made. The correct way of averaging over these parameters is found in the
form of a generalized likelihood ratio defined in Eq. (8.28).

During the last 20 years David Middleton has written a series of funda-
mental papers which have placed the problems of signal detection on a solid,
theoretical footing. He has assembled his views in a monographic book (Mid-
dleton, 1960) which should be studied by everyone who aspires to a compe-
tence in this field. The following survey of his work leans heavily on Chapter
XVHI of this book and on the paper by Middlcton and Van Meter (1955).

It was pointed out in Chapter I that one may be concerned with a sig-
nal detection problem in which a simple “Yes” or “No” answer 1s all that one
seeks. On the otner hand, it may be that one wishes to extract one or more
parzmeters of the signal. In the latter case one may still want to perform a de-
tection operation. For example, if a system be designed to determinc the time
of arnival of a signal, and the system indicatcs an arrival time of, say, 20 seconds
after transmussion, it cannot be inferred that a signa! caused the indication.
An auxiliary circuit functioning purely as a signal detector can be used to
provide a statement, “Y~s, there is a signal,” or “No, there is no signal so
ignore the ir.dicated time of arrival.” In the case of marginal signals, and this
is an important case, it is advisable to separate these two functions in order to
improve the efficiency of each.

The following discussion wili be facilitated by using the concept of sig-
nal space, observation space, and other spaces. These spaces may consist of a
finite or denumerable set of discrete points or of a continuum in an Euclidean
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144 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES  SEC 8.1

space of finite or denumerable number of dimensions or of even less simple
spaces. Clearly, if one wishes to satisfy a mathematical reader, one would have
to define explicitly what one means by a space by assigning properties to it.
However, it seems sufficient for the present to give a few examples of these .
spaces and to rely on the reader’s intuition to furnish general meanings to the }
statements. As a simple example suppose that the observer knows that at a
certain time he can expect a message which will be a sinusoidal signal whose
frequency will have one of five different, predetermined values f}, f5, . . ., fs,
and the frequency that is present determines the signal (Honnest-Redlich,
1950; pp. 44-45). The signal space consists of five discrete points. More
realistically, the signal space may consist of five intervals of widths Af cen-
tered about the five frequencies f;. Again, a sensor may be used to frequency
modulate an oscillator so that the signal space may be a coniinuous interval
(f2, f») and the received frequency is a single valued function of the variable
detected by t(he sensor., In each case one may speak of a signal space and usu-
ally one can assign a distribution function or a probability density which will
give the probability that tae signa: will have any predetrrmined value or range
of values.

N R 2 YL N

It will be desirable to carry out integrations over the signal space and
the other spaces. It is evident that one cannot give mathematical precision to
statements unless the integrals are Lebesgue integrals, the probability is speci-
fied as a distnibution functicn, and the spaces are restricted to those kinds for
which Lebesgue integrals exist. However, those readers who are interested 1n
simphcity of notation and are willing to rely on their intuition without seek- 1
ing for counter examples that prove the equations are nonsensical may use the 3
simple notation of Riemann integration without specifying the type of inte-
gration involved. It is understood, of course, that when the signal space con-
- tains discrete points as in some of the examples listed above, the integration
< yields sums and probability densities that must be interpreted as delta func-
tions or simply as probabilities attached to each point. This gentlemen’s
agreement about notation is not uncommon in books on mathematical physics.
For example, when the eigenvalues for a scattering problem assume both dis-
crete and a continuum of values, Schiff (1949) uses a special symbol, a heavy
' block §, for this purpose to remind the reader that one sums over discrete

values and integrates over the continuum. Dirac (1930) has popularized the
! use of delta functions in the integrand to yield discrete sums.

s

q“m.ﬁ.‘ww iy

b iR

The situation that is most easily visualized arises when the receiver
operates on V equally spaced sampies. In this case the signal, the noise, and
3 the message which is some combination of the signal and noise, may each be
E represented as a point in an N-dimensional space and designated by a vector.
] It 1s assumed that a frequency function is known for each of these variables.
Let us follow Middleton and write

Ly
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T =a signal
o(S') = frequency function of §
= the noise sample :
W(l‘\f) = frequency function of the noise E
= message.
It will be assumed that the noise N 1 statistically independent of the signal§
and that the recewed message 715 the linear sum of the noise and the signal .
Thus the message vector may be expressed as

7 =N+§ . (8.1)

The message space, or observation space, will be denoted T

It will be conventent to express the frequency function F(¥) as a con-
ditional probabihity depending on S. Thus one will write F(VI ) for the fre-
quency function of the message."

Finally, onc needs to introduce a decision space A which comprises the
posstble decisions 5. Usually the structure of the decision space will be much
simpier than that of the other spaces. In the case of signal detection the space
A may consist of only two discrete points, while if one tries to recover as nearly
as possible the original wave form of the signal, the space A may have the same
L ; dimensionality as the signal space §1. The goal of the design 1s the determina-
3

" tion of a decision rule 5(y | V) which determines ?when Vis given. The

decision rule need not be deterministic but may have random decision built

mnto it For example, if two decisions appear equally hikely, it may be an ad-

3 vantage tn some situations to have a randomness built into the decision.

These 1deas may be expressed graphically as in Fig. 8.1. In considering

: this figure several pomnts should be born in mind. First, the diagrammatic
representation of the vanous spaces as circles does not imply anything about
their structure or dimensionality. Secondly, the decision rule 8(-) will be
constructed using a knowledge of 0(3) and W(N), but the rule itself does not

i require any knowledge of the specific values ol S nor of N that lead to the

' observation V. Finally, 1t 1s helpful to visualize the decision rule § as a map-
ping of the observation space I' onto the decision space A. In general this is
not a reversible I-1 mapping since regions of I' may map into points oi’ A. !
In fact, 1t will turn out repeatedly that the problem of finding 8(-) can be
expressed as a problem of drawing boundaries in I". A recent book by Sebestyen
(1962) has many illustrations of this process in which the boundaries are non-
linear and not necessarily connected.

' Since one must face up to the possibility or erroneous decisions, it 15
necessary to assign aloss function to each combination of possible signal Sand
decision ; This function. which may be dependent on the decision rule, will

Yhe readcr is referred to the footnote 1n Sce. 5.1 for this notation.
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be denoted L(:S*,T;) and designated simply the loss function. The performance
of the system can be evaluated, for example, by averaging the loss function ;
over the range of possible messages 7 and decisions 77’ and perhaps over the ‘
range of siznals S. Thus, Middleton is led to a series of definitions, among
which are the following:

If one thinks of 5(:1’ { 7) as a probability density over the space A of Ty’,
then?

[5G 1) LE. M dy (82)

is the expected value of the loss function L for a given signal Sanda given
message V. If the space A is a set of discrete points, and this will often be the
case, the integral is interpreted as a sum over these points and 6(-; | V)d"y) re-
duces to a unique probability 8, at each point with

z5i=1 (8.3)

where the sum extends over the set of discrete points. The message V will take
a wide variety of forms and the expected value of the loss must be averaged
over all possible messages. Hence, one must modify Eq. (8.2) by averaging
over the range of possible messages, i.e., the observation space I'. The resuit of
this second average will be called the conditional loss rating and denoted
i ! £(8,5).

E‘ K ) In the interest of simplicity the loss function L will be restricted sub-
3 ) stantially and new names will be introduced to reflect this simplification. As
3 Middleton points out, one may introduce loss functions which depend on the
: decision function §. The theory associated with such loss functions is sub-
9 stantially more elaborate than the theory found when one assumes that /.
1 depends only on the signal S and the decision —7’ but is independent of 5. When
] the loss function is subjected to this latter restriction, it will be called a cost
function C(TS‘,T;) and the associated averages will be called risks. In accordance
with this convention one defines the conditional risk r(.?, §) by

1S, 5) ={‘F(V iE‘)dl’/’fA @ Ms@y (D) dy . (8.4)

f The function r(-) is called a conditional risk because it is cvaluated for a
specific signal S. The argument § in the functional notation r(S,8) is a reminder

' that the risk depends on the specific decision rule that is used in making the
decision, although the cost function C(+) does not depend on 6.

. —
21n this and the following integrals dy desmgnates a volume clement in the A space and,
consequently, 1s a scalar quantity, This notation 1s common in statistical mechanics.
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k.
The next step in the generalization of the definition of risk depends on ]

the experimenter’s knowledge of the statistics of the signal S. It was asserted
above that the probability density a(._S') is known but this may not be the
case. If one can describe the kinds of signals S that may be received but can-
not assess a probability density, one cannot calculate an expected value of
r(.—S', &) averaged over all possible signals. In this case one must have recourse
to the minimax concept introduced by von Neuman into the theory of games.
On the other hand, if one can determine the statistics of the signal 3, one can
calculate the expectation of /(+) for all possible signals. This leads to an aver-
age, unconditional loss rating R(a, §) defined by

R(0,8) = ! o) 3, 5) dS
- ffz o(3) dS l[F(“WS‘) dv Afc@’,?) 8(y |1 Ndy . (8.5)

e

.

This expression is complete in one sense, but there is still a great deal of free-
dom left in the choice of the cost function ((-) so that a wide range of criteria
is available to the designer.

Equation (8.4) may be expressed in an alternate form that makes it
easter to visualize the concept of conditional nisk. Let p(—’ I5) be the proba-
bility density that a decision '—y)will be made when a signal $ is present and the
decision is based on the message V in accordance with the rule 6(7; I m Thus,
by definition,

p(y13) = [s(Y | YAV I15)dV . (8.6)
r

)

By using this definition one may rewrite Eq. (8.4) as
r8.8) = ‘{aS*, Doy 18)dy . (8.7)

One sees from this form that the conditional risk is the average value of the
cost of the decision weighted according to the probability of this decision.
The average is carried out over all possible decisions.

These general formulas will be given a more explicit formulation in Secs.
8.3 and 8.4. First, however, it is desirable to continue the theoretical discus-
sion with a few more definitions.

|
3
i
{
|
!
{
i
\

8.2 Bayes Systems

Suppose for the present that the signal statistics 0(3'), the message statis-
tics F(T" I?), and the cost function C‘(?. ) are known. Let us fix our attention
on the decision function 6(:; ! 7) which is at our disposal. For every decision
function 6(+) one has an average risk
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R@8)=] o(®)dS RV 18)dV [ CB,7)5(y | P)dy . (8.8)
r A

One can order the decision functions 6(+) according to the magnitude of the

! associated average risk R(+). This would appear to be a valid way to evaluate
the decision functions since 1t seems satisfactory intuitively to assert that one
decision function is better than another one if the average risk resulting from
the first decision function is smaller.

Wald (1950) proves that there exists a decision function §* which yields
the least average risk for any given set of signal and noise statistics and given
cost function. This decision function, 8*, will be called a Bayes decision ruie,
the system that utilizes this decision rule will be called a Bayes system, and
the resulting value of the average risk will be called the Bayes risk. The pre-
ceding argument leads to a unique Bayes decision rule for given functions o,
F, and C. One can broaden the enquiry by considering a class of probability
densities 0(3*) and finding the Bayes decision rule §* associated with each func-

’ tion ¢. This leads to a Bayes class of decision functions.

In the preceding discussion it was assumed that 0(3) is known so that
risks could be averaged over all possible signals. This assumption leads to a
umque value of the average nisk and to the possibility of ordering decision
rules according to the magmtude of the average risk. If the probability density
0(3') is not known, one can still introduce a partial ordering of the devision
rules. One can use Eq. (8.4) or the equivalent Eq. (8.7) to calculate the con-
ditional nisk for each possible signal S and decision rule 8(+). 1t is conceivable
that of two decision rules §, and 8, 8, may yield a smaller conditional loss
rating for a signal S, buta larger conditional loss rating for another signal?z.
In thts case one cannot order the two decision rules according to their condi-
tional loss rating. On the other hand, on¢ may be able to show that the con-
ditional loss rating yielded by a particular decision rule 8 ; never exceeds that

! of another decision rule 64 for any possible signal and 65 <&, for some signal.
In this case one says that the decision rule 8, is uniformly better than 84.
This definition leads to a partial ordering of decision rules that 1s transitive.
. That 1s, if 85 is uniformly better than 8, and &, is uniformly better than 65,
83 1s umformly better than §5.
It is well to stop the development at this point. It should be apparent
) that there are many interesting mathematical developments that lie ahead, but
‘ it would lead us too far from our present goal to follow any of them. The
reader is referred to Middleton (1960) and to Wald (1950). The important
aspect for our purpose 1s the generality of the concept of the Bayes decision
rule that is provided through the functions o, L, and C. Further, since the
average risks can be ordered and the conditional risks partly ordered, one has
the possibility of comparing decision rules with each other and with the Bayes
decision rule.
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The reader will have noted that the selection of a cost function is of
critical importance. It may be difficult to select a satisfactory cost function
but this is a problem of practical importance which should be faced by the
practitioner, Likewise, the practical question of the statistical probability den-
sities must be answered. As an example, it may be easy to assign statistical
parameters to the signal if it is present, but how can one assess the probability
that a signal is present? In a routine search with no previous alert, the proba-
bility that a signal is present is so small that one would normally approximate
it by zero. This would certainly be unsatisfactory. This can be avoided either
by considering conditional risks only or by assigning an excessively high cost
to the decision of no signal when one is actually present. On the other hand,
if the sonar operator has momentarily lost contact with a target, the probabil-
ity of a signal being present is much higher than it would be in the case of a
routine search.

The present account has been greatly simplified. Not only have the de-
tails of the proofs been omitted, but the possible subjects for consideration
have been restricted. There exist classes of cost functions that are more
general than those considered here. Further, as mentioned above, one can
apply the theory of games both to the question of minimizing risk and to the
terminology of the discussion. Finally, one can add restraints on the decision
function 8(+) to which the minimization procedures are subjected.

8.3 A Specific Example

The nature of the theory outlined in the first two sections can be more
readily understood if explicit forms for the various functions are introduced.
Let us consider the case of signal detection in which two possibilities occur:
either a signal is not present or some member of the class of possible signals is

present. Let

a priori probavility that no signal is present

q
1 -q = a priori probability that some signal Sis present.

p

L]

Now the signal S is assumed not to be umgque so there is a ranée of signals
which may be denoted by a set £2, in the signal space Q2. Let 0,( Xfeﬂ,) be
the probability density defined in 2, so that

ai® =0,8¢'Q, ;[ o,(Q)dS=1. (8.9)
2;
Here €' means *“1s not an element of.” Then one may write

o) = ¢5(5) + pa,(3) (8.10)
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where it is assumed that ¢,(0) = 0. The function 6(3) 1s the delta function
defined in the 2 space. Equation (8.10) predicts o(0) = g as it should.?
The possible decisions that may be reached by the system are

7, - no signal is present
and
v  asignal is present.
Consequently, the average risk R(*) defined in Eq (8.5) may be expressed as
R@d)={ o) d§l{F(7 19{CE, 1) 5% 1 P +
CB.m) oy, | H}a? ... (811)

One may think of the decision function §(*) as a probability density. Since a
decision is always made in the present system, one must have

8(1o |y +8(y, |D)=1forall ¥ . (8.12)

There are four combinations of signals and decisions since for each de-
cision a signal may or may not be present. Consequently, the cost function
C(+) in Eq. (8.11) consists of four numbers and the integral over signal space
£ reduces to an integral over £, plus a term corresponding tos = 0.

The four cost values will be designated as follows:

C(§=0§7o)=cl-a ) C(§€Ql 370)=Cp »
(8.13)
a8 =0:1)=Cq , CBeR; ,71)=Clg.

Thus Cj.q is the cost of making the correct decision that no signal is present
while C, is the cost of deciding that a signal is present when in fact there 15
none. Since the circumstances, i.e., the presence of a signal, are the same, one
requires Cy., < C,. That is to say, in any system of costing one would require
a wrong decision to cost more than a correct decision, other circumstances
remaining unchanged. Likewise, C}_g is the cost of making the correct decision

3This is an inexact method of describing a(?). It 1s really the integral of o(?) over a small
region contmnlng§= 0 that cquals q.
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when a signal is present while Cg is the cost of deciding that no signal is present
when in fact a signal 15 present. It is necessary that Cy.5 < Cg.

When Eq. (8.10) 1s introduced in Eq. (8.11) and the array of cost terms
in (8.13) are utilized, one has, with a change n the order of integration,

R(@8)=4fFP 10){C1.q 810 1 7) +C 811 | ")} d?
+prf(x{ o,(?)f‘(VIS‘)dS')x
{Ca8(r0 1) +C158(1, | D)} aV . (8.14)

The ntegral over ,, which gives the average value of F(V |§). may be desig-
nated by

(F(V 18))s =4 oAV 15)dS . (8.15)

The concept of two kinds of errors was introduced in Sec.7.1¢. A Type
1 error, or error of the first kind, occurs when one decides that a signal is
present when, in fact, there s only noise. A Type Il error or error of the sec-
ond kind occurs when one decides that there 1s noise only when in fact a signal
1s present. The probabilities of the two errors for a given decision function
are

Type I error: a=l[F(7 10) 8(y, i V) dV (8.16)

Type lerror B=1 (F(V 13) )5 8(y0 | V) dV . (8.17)
!

The following two integrals are recorded for reference.

J Ry oy dV =1 (8.18)
J
and

I[ (F(7 1 8))gdV = Iy o) FV I3)dWas = 1. (8.19)

Q,




H
3
5
3
z

1]
2
E R(0,8) = qCq + pCyy
+ 806 | D) [HCs - Crp) ¢ AP 15) g
4(Cy = Cy ) HTV 10)] dV . (8.24)
In the derivation of this result 1t was necessary to use Eqgs. (8.18) and (8.19).
The reader will have noticed in Eq. (8.24) that the constant terin may
be wrnitten
4Ca*PCip=R, +q(C,~C1.0) =R, ,
BRI S RO T e e 7 - - T T = R
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These equations simply state that one is certain to observe some value of 74
By wirtue of Eq. (8.12), one may derive the following equations from
(8.16) and (8.17) with the aid of Egs. (8.18) and (8.19).

1-a=fF7 10)8(y, | I P (8.20)
!

I-B=l[(F(VI§)>S 5(y, | P)dV . (8.21)

With the aid of these simplified notations, Eq. (8.14) may be written
R =R +qa(Cy = C1.q) + PB(Cy - C1.g) (8.22)

where
Ry = qCy.q + pCiop. (8.23)

The quantity R, 1s, so to speak, an wrreducible minimum of cost. It is the
probability that no signal 1s present times the cost when a correct deciston is
made plus the probability that a signal is present times the cost when the cor-
rect decision is made. The terms in parentheses in Eq. (8.22) are positive so
R 2R, always.

The ntroduction of the parameters a and § has lead to the pleasingly
simple form, Eq (8.22), for the average risk R, but it has distracted us sume-
what from the primary goal of the analysis. One recalls that the real problem
15 to find the decision function that minimizes the average risk. Equation
(8.22) really includes two decision functions which are related by Eq. (8.12).
Consequently, one must return to Eq. (8.14) and eliminate ore of the deci-
sion functions, say 8(y, | V). This gives
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1
}

where R, is the irreducible minimum of cost defined in Eq. (8.23). This in-
equality is not surprising, however, since the integral may be negative.

It will be noted that the first two terms in the right member of Eq.
(8.24) do not depend on the decision function. The discusston following Eq.
(8.13) showed that one always has Cg > C}.,, and Cg > Cy.g. The otherquan-
tities which occur i the integrand of Eq. (8.24) are positive because they are
probability densities. Hence

80 | PV p(Cy - C1p) (AT 13)) 520
(1o 1 V) q(Ca - C1.) A7 10)2 0.,

The decision function which minimizes R(g, §) can be determined by inspec-
tion. If

PCs - Cr.g) SAV 18))s >q(Co- Croa) AV 10) (8.253)

one can mimmze R by choosing

5*(1, I7)=0
and, hence, (8.26a)
5%y, IP)=1 .

; On the other hand, if

P(Cp - Crp) CFV 18))s <q(Ca~T1-0) AV 105, {8.25b)

one can minimize R by choosing

8%, 17) = 1
and (8.26b)

5%y, 1) =0.

The decision rule described by Egs. (8.25) and (8.26) is a Bayes decision rule.
Further, it is a deterministic rule that contains no random choices.

The inequalities given by Eq. (8.25) divide the observation space I" into
two regions I'; and I';. The boundary separating these two regions is a sur-
face whose equation may be written
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(AP 18)) _ Co-Ciaq
= >0) .
MTq RV 10) G Cip (>0 (8.27

The equation has been written: in this form so that the costs are isolated on
the right and the probability densiiies and the observations ¥ are isolated on
the left. The nature of the surface defuw.se by Eq. (8.27) will depend on the
statistics of the signal and the noise and must be derived in special cases.

If the reader recalls Sec. 5.1, he will recognize the close resemblance be-
tween the quantity on the left and the hikelihood ratio defined in Eq. (7.36).
The only difference is the presence of the extra factors p and g which are the
a priori probabilities of the presence and absence of a signal and the average
over the signal space £2. Because of this close resemblance, Middleton defines
the gen=ralized likelihood ratio, A, by

p (AT 18))s

= 8.

A PYUAD) (8.28)
If, now, one defines a symbol K by

k=% 0l g (8.29)

CB - Cl -8
one may summarize the decision rules, Eq. (8.25) and (8.26) as follows:

Decide v, when A=K )

Decide 7o when A<K . | (8.30)

The constant K, which is often called the threshold, is a positive constant that
depends only on the costs C;. The likelihood ratio depends on the a priori
probability densities and on the length of the sample of data. The likelihood
ratio A and the threshold K can each be replaced by any monotonic function
of them. Middleton frequently uses the logarithm for this purpose: the rea-
sons for and advantages of this choice are given in Middleton (1966).

Equation {3.28) forms an excellent starting point for the discussion of
signal processing since many of the problems treated in the Iiterature can be
obtained as special cases of Eq. (8.28). For example, if onesetsp=q=1/2
and assumes that there is only one possible signal which ma, or may not be
present, Eq. (8.28) reduces to the likelihood ratio defined in Sec. 5.1 and dis-
cussed in Sec. 7.7. The likelihood ratio, or generalizations of it such as Eq.
(8.28), has been used as a starting point by many authors of whom one may
mention Rudnick (1961), Bryn (1962), and Birdsall (1965).
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8.4 The Case of a Signal with Unknown Parameters
in Additive Gaussian Noise

The development of Eq. (8.28) enables us to continue the example that
was cornsidered in Sec. 7.11. The likelihood ratio, 2(7), given in Eq. (7.63) is
the ratio (F(V I'$H )s/F(V | 0) of Eq. (8.28) when there is a unique signal.-S'
present. In the present analysis, however, it will be assumed that the signal S=
Sy, S2, ..., Sy) is a stochastic variable governed by a probability density
01(3) defined in Eqs. (8.9) and (8.10). When the natural logarithm of Eq.
(8.28) isintroduced, the signal detection is governed by the following equation:

M M
n A= n(p/q) + n(exp Z amn Vm Sn -;—Za,,,,,s,,.s,,
m,n=1 m,n=1
N
(8.31)

Since the case of small signals is of greatest interest, it is not unreasonable to
expand the expression on the right in a power series in the signal components
and retain only the linear and quadratic terms. It should be remembered that
the matrix elementsa,,, are inversely proportional to the square of the mean
noise level so that the expansion is actually a power seres in the signal-to-
noise ratio.

When the expansion is carried out, one obtains
n A=0n(p/q) +{Z amn Vm Sn )5 - 6(Z ayp Sm Sn )s

+%(Zamn Vm Sn)?)s = %(Zamn Vim Sn )} .

(8.32)

where each summation 1s over mn = 1, 2, .. .M, The behavior of the first
term, which is the only term that is linear in the components of S, 15 of critical
importance. If the phase of the signal is known so that (S, )g does not vanish,
the first term of the expansion dominates the series when the signal-to-noise
ratio is small. Middleton refers to this case as “coherent threshold detection.”
The nature of this assumption can be illustrated by a comparison of active
sonar for targets of unknown range with communication over stable transmis-
sion paths. If echoes from a target of unknown range are detected, the phase
of the retrrning signal will be distributed uniformly over 360° and (S, )g will
vanish since the phase will be one of the statistical parameters included in
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o,(?). On the other hand, in communication over a stable transmission path
the phase of the signal may be controlled with sufficient precision that the
assumption { S, )s ¥ 0 is vahd.

The problem of distinguishing between coherent and incoherent decisions
1s not always easy since there are intermediate cases. For example, in the case
of a modulated carrier one may not know the range accurately enough to
specify the phase of the carrier, but one can specify the phase of the modula-
tion Thus one 1s able to apply coherent detection techniques to the envelope
although there is some loss in information when the carrier is removed. This
point has already been discussed in Sec. 7.5 1 connection with the matched
(S/N) filter for narrow-band signals.

Middleton introduces the dichotomy of coherent and incoherent detec-
tion as described above. This 1s an unequal division, since the coherent case
anses nfrequently in sonar applications. Some workers 1n the field broaden
the maeaning of coherent detection to include those cases in which the phase
characteristics of the envelope but not of the carrier are known. These work-
ers then use “synchronous coherent” to indicate the m.ore restricted case.

‘When the signal is incoherent and { S, )¢ = 0, Eq. (8 32) sumplifies to
A= (p/g) + % (Eamn Vin Sn)*)s = % {Zamn Sm Sn s
(8.33)

Specialized forms of this equation can be obtained by introducing specific
probability density functions, 01(3'), and obtaining exphcit values for these
averages. A case of general interest that will be considered further in Chapter
10 anises when a signal which is a gaussian “white” noise is obscured by a
gaussian “white” noise background. In this case ay,y = 6 n/6?, where o is
the root-mean-square noise, and (S, Sy )¢ = 8mn dp°. Where g, 15 the root-
mean-square value of the signal. Equation (8.33) becomes, for this special
case,

M
o A= (p/g) + (M ap?/20%) ATlo—’ E V2 =14 . (8.34)

n=1

The structure of the recever 1s especially simple in this case since it is only
necessary to sum the squares of the message samples, V. If the receved
message, V.1 thought of as a point in an M-dimensional cartesian space, T,
Eq. (8.34) can be interpreted as tollows. The solution of the threshold is
equivalent to the selection of a radius R of a hypersphere in T, and the hy-
pothesis #{; s chosen whenever the sample point ¥ falls outside this sphere.
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158 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES  SEC 8.6

One can extend the discussion of the structure of the detector to include
third order moments of the signal amplitudes but this does not seem justified
in view of the complexity of the expressions and the lack of experimental data
on third order moments of the noise. The problems of signal detection are sig-
nificant only over a range of approximately 20 to 30 dB in the signal-to-
noise ratio. If the signals are too weak, the problem is too difficult to solve,
while if the signal 1s too strong, there is no problem.

8.5 Discussion of Likelihood Ratio Receivers

The generalized likelihood ratio receiver described by Eq. (8.28) or by
the logarithm of both members of this equation provides a powerful tool for
the design and evaluation of receivers. It can be shown (Peterson, Birdsall, and
Fox, 1954, and Middleton, 1960, pp. 807-812) that many of the special detec-
tion criteria discussed in the literature are equivalent to the generalized likeli-
huod ratio receivers with special assignments of the set of coct values, Eq.
{(8.13). Thus these systems are Bayes systems and are optimum in that they
yield the least average risk.

The evaluation of the performance of a receiver or, equivalently, the
construction of the receiver operating curves presents many analytical diffi-
culties. As pointed out in Sec. 7.10, one must be able to evaluate the probabil-
ity densities P(A | H;), i= 0, 1, for the statistics of the signal and the noise.
The ease with which this can be done depends on the assumptions introduced
for the statistical properties of the noise and the signal. It 1s frequently as-
sumed that the noise samples Ny,(m = 1, 2, . . ., M) are statistically independ-
ent and that each is governed by a gaussian probability density. The condi-
tions under which these assumptions hold are outlined in Secs. 4.4 and 4.5.
Relatively simple derivations of the probability densities P(A | H;) for various
classes of signals and with less restrictive assumptions regarding the noise are
given in Chapter IV of Helstrom (1960).

8.6 Suggestions for Further Reading

There is a wealth of fascinating material available for the reader who is
interested in the ideas touched upon in this chapter. Undoubtedly, the best
introduction to the subject is the paper by Middleton and Van Meter (1955),
but if this is not available, the Harvard thesis of van Meter (1955) and Chap-
ters 18 and 19 of Middleton’s book (1960) are nearly as good. Chapter 11l of
the book by Helstrom (1960) gives a clear but much briefer account of the
subject. The foundations of the subject can be explored in the book by Wald
(1950).
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PROBLEMS
8.1 Show that
M
§ Amn Vm Sn =0
m,n=1 N

when S, = a, cos(2nf,mAt + A) and A is a random variable distributed over
the interval (0, 27) with constant probability density. 4y, fp, and At are
constants.

8.2 Show that

M
admn Vm Sn =0

m,n=1 S

when the components of the vector S are governed by a gaussian probability
density similar in form to Eq. (7.52).

8.3 Reduce Eq. (8.32) to a simpler form when the signalgis governed

by the same probability density as the noise vector N with the difference that
each value of ap,, for the signal is p> times the value of a,,, for the noise.
Hint: Remember that the matrix of the second order moments, (S,,S, )is, in
this case, proportional to the inverse of the matrix (amp)-

8.4 Calculate afew ROC curves for the receiver described by Eq. (8.34). Use

as the output of the receiver and the radius, R, of a sphere in M-dimensional
space as the threshold.

Hint: The random variable ZV2, is governed by the chi-squared distribution.
A trick for integrating volumes in the M-dimensional is described by Jeffreys
(1961, pp. 103-104).

8.5 In Eq. (8.10) 1t is assumed that the null hypothesis 7o corresponded to

= 0. In target classification one may wish to discriminate between unwanted
signals Ky (e2¢) and wanted signals s (e$2,) where £, and £, are subsets of
the signal space £2 which have no points in common (24 X ©; = 0). In this
case Eq. (8.10) can be generalized to
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o(8)=q 00@®) +p 0,()

where
J 0(S)dS=f 0,(85)dS=1.
29 2

Show that under these assumptions Eq. (8.27) becomes

p(FV18)s, _ CaCig
AV 18)s, CpCig

where the definitions of the ensemble averages are patterned after Eq. (8.15).
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CHAPTER IX

The Measurement of the Ambient Noise of the Ucean

9.1 The Vertical, Linear Array

In Chapters VII and VIII the reader has seen how one may design a de-
tection system to detect a signal in the presence of a noise background. The
analysis was carned out for a single channel only but in practice it is often
desirable to use an array of detectors arranged in such a way that the signal,
which is common to all hydrophones, is superimposed coherently while the
noise detected by or generated n each channel tends to cancel. Closely con-
nected with this noise reduction 1s the concept of directional beams. This
subject 1s large and complex and will require several chapters for an adequate
discussion. The present chapter has the modest goal of treating the response
to noise of a linear array of nondirectional hydrophones. Thi limited program
1s not only useful as an introduction to more elaborate arrays, but also it 1s
a hydrophone arrangement that has been used to measure the ambient noise
in the ocean.

If the hydrophone array 1s located in the ocean far from the shore in a
region of approximately constant depth, there is no reason to assume that the
noise arriving from one azimuthal direction 1s different from that arriving from
another direction. Since this assumption appears to be borne out by measure-
ment, it is used as a starting point in the following discussion. Needless to say,
this assumption of noise isotropy will not be valid when localized noise sources
such as heavy ship traffic or storms are present.,

Suppose that M nondirectional hydrophones are suspended 1n a vertical,
linear array in the ocean. For the moment no assumption will be made about
the spacing of these hydrophones. Although there are many ways in which the
outputs of these hydrophones can be processed, a method frequently used
consists of introducing an adjustable time delay in the output of each hydro-
phone, forming a weighted average of each instantaneous output, squaring this
weighted average, and averaging over a finite time. This process 1s shown
schematically in Fig. 9.1 1n order to discuss this system in more detail, intro-
duce the polar coordinate system of Fig. 9.2. It will be assumed that all noise
sources are so far away that in the wicinity of the array the wave fronts are
planes. This does not require that the ocean be homogeneous everywhere but
only in the vicimty of the array.

161
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- Figure 9.1-A linear array and one method of processing the output of the hydrophones. '
- .
4 3
Let

(2, 0, $)dS2 = y,(t, 2)d2 = contnbution to the output of the nth

] hydrophone due to sources in the sohd
¢ angle d<2.
. s 9.1
3 ' If one integrates y,(+) over the entire solid angle, one has the output of a single
E‘ hydrophone. The output of the arrav is
: o ?
A(D) = E an f yalt, ) dS . 9-2) ’
n
n=1

If this output 1s squared and a time average is formed, one has
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+T/2
TRy R
*7/2
M +7/2

_ dman § | dSQ L V(6. Qyn(t,2) dt
47 4n T "
T,

9.3)

where the order of integration has been changed.

DIRECTION TO SOURCE, (6,¢)

z
M d =ELEMENT OF SOLID ANGLE

Figure 9.2— A linear array of M hydrophones and associated geometry.
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It is evident from the discussion that y,,(,£2) and y,(1,€2) will be closely
related because of the assumption of plane wave fronts. On the other hand,
VYm(2,2) and y,(2,Q') may be quite different. If the sources of the ambient
noise are highly localized and discrete, one would expect y,, (£,22) and y,(,2")
to be independent random processes, (m, n=1, 2, ... M). This assumption is
bolstered by the fact that deductions based on 1t agree with experimental ob-
servation. Noise sources such as breaking waves, collapsing bubbles, and bio-
logical organisms appear to be the likely onigin of most of the noise. These
sources are a form of the shot effect and since many events happen per second,
one would expect the noise to have a gaussian first order distribution. On the
other hand noises due to ships will have different properties. First, the ship
is localized so that unless it is close to the array it will yield functions of the
form y,(¢,82) 8 (-Q') where Q' = (6',¢") indicates the direction to the ship.
Secondly, there are too few ships to give signals amenable to statistical averag-
ing over (8.9).

1t will be assumed that sources located in different directions are inde-
pendent of one another, i.e., that

+T/2

m % J Im(b QL) A= pun(D B @R 94
£T/2

The reader will notice that this has the form of a cross-correlation function
using direction in space (6,¢) rather than time as the parameter.. Further, the
expression on the right is exactly analogous to Eq. (4.20) which 1s the auto-
correlation function for white noise. The function p,,,(§2) depends on the
array design as well as on the distribution of sound sources.

The delta function 3(2-2") plays the same role in integrals over a solid
angle that 8(f) does for integrals with respect to time. Hence, when Eq. (9.4)
is applicable, Eq. (9.3) becomes

M
A = Z ama,,éf Pmn(2) d2 . 9.5)

m.n=1

In order to visualize more clearly the nature of the function g, ,(£2)
consider the responses of two hydrophones loczted at z,, and z, to aplane,
monochromatic wave airiving from the (8,¢) direction. The received signals
are

ym(8.82) = §(0,9) cos[wr~ry,) + kz,y cos 6 + ] | (2.6)
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Vn(1,82) = S(8,9) cos[w(t-1,) + kz, cos 6 +B] , ©.7

where S(0,¢) is a measure of the amphitude, 7, is the time delay, 8 is a con-
stant phase angle, w is the angular frequency 2nf, and k = 27/A. By Eq. (9.4)

Pmn(S2) = 5%(8.9) cos[w(t-n) + kzpy cos 0 + ] X

cos[w(t-1,) + kz,y cos 0 + ] . (9.8)

Applying the formula 2 cos 4 cos B = cos (4 + B) + cos (4 - B), one finds the
time average easy to perform. This yields

prmn(S2) = % 52 (6.9) cos[wXTn~Tim) + k(zm~2n) cos 0]

(9.9)
and
M
A*(n) = % Z amdn [ cos{w(Ty~Tm) * k(zm=Zn)cos 8] X
m,n=1 "
5%(0.9) dS2. e (9.10)

This formula can be expressed in practical units as follows. Let £(0,0,) denote
the normalized pattern response when the beam 1s steered to the angle 6,.
Thus

Zamap cos{oXTn=Tm) + k(zm=2n) cos 6]
Zamay cos[wty=Tm) + k(zm=2y) cos 6,] ’

F(6.9,) = 0.11)

The function §2(8,¢) is proportional to the noise power arriving from the direc-
tion (6,¢). This quantity can be converted tv practical units of (microbars)?
per steradian and denoted N(9,9). Finally, the constants generated by these
changes can be combined with the factor 1/2 and the sensitivity of the system
to write

n

V2(8,) = K? f f F(0,0,) N(6.,9) sin 0d6de , 9.12)
0o 0
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where ¥2(8,) is the mean square output of the system in volts squared when
the conical beam 1s pointed in the direction 8,. K is the on beam sensitivity
in volts/microbar.

The derivation of Eq. (9.12) kas been phrased explicitly in terms of the
linear array, but it can be derived readily without recourse to a specific model
for the receiver. This alternate method of development is given since it can be
applied to a wide variety of situations.

Assure that a large number of independent point sources are distributed
over a large sphere of radius r centered about a recewver whose direction re-
sponse is A(6,9). A typical source located at (8;,¢;) produces a pressure of
magnitude p,/r at the receiver. The total pressure received is

p = :—§ A(0i9) pi (9-13)
where the sum 1s over all the sources. The mean square pressure is

(p?) = rl, ZA@,8) 4G9 pip))

=,l—z ?A’(B,m)(pi’), 9.19)

| since the sources are independent. Assume that each source has the same value
. (pi® Y =(p,? ) but that the number of sources per umit area on the surface of
E = the sphere 15 71(0,6).

3 Under these assumptions it is convenient to divide the surface of the
sphere into a network of small elements of solid angle AL2,. The sum over i is
grouped into partial sums of those points falling into Af;. The functions
A(9;,9;) and TU(0,,¢;) may be treated as constants for all points (6;,¢;) falling
in the solid angle element AS2;. Under these assumptions Eq. (9.14) becomes

ik L

2
‘. (pty="Po £ A%0,0) N0, r* %, (9.15)

In the limit as AQ; - G and the number of terms in the summation approaches
infinmity

Vi RISl el

(p?)={p,> )4fA2(0.¢)T((0,¢) sin 0d0do. (9.16)

Equation (9.16) has the same functional form as Eq. (9.12), and the equations
can be made identical by suitable definitions.
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Stone (1962) has studied the properties of Eq. (9.10) in order to answe
questions about the resolution of noise distributions. He plots graphs that
show the ability of the array to map regions of (6,¢) that contain concentra-
tions of noise power.

When the sources of noise have azimuthal symmetry, N(8,¢) = N(0) and
the integral with respect to ¢ that occurs in Eq. (9.12) can be evaluated readily
to give

V2(6,) = 2nK* f F(8.8,) N(8) sin 9d9. .17

(]

Fox (1964) has applied Eq. (9.17) to measurements of ambient noise using an
array of 40 elements. Various sets of weights{a,, | were used so that 28 beams
could be formed, and measurements were made at four frequencies extending
from 200 to 1,500 cps. The noise was filtered with a band-pass filter whose
band width was 10% of the center frequency. Thus the theory developed here
for monochromatic waves could be applied.
Since Eq. (9.17) is an integral equation in which N(8) is the unknown
: function, one is tempted to approximate it by a finite set of linear equations
and invert them. This procedure is not feasible because F(0,8,) is everywhere
positive and this imposes impossible requirements on the accuracy of the ex-
perimental values V*(8,) when one inverts the matrix. It may not be readily
Tom apparent from Eq. (9.11) that F(6,6,,) > 0, but Eq. (9.12) shows that F(0,0,)
must be nonnegative since ¥2(0,) must be positive for all nonnegative func-
: tions V(). Fox was able to obtain reliable values of N(8) by approximating
the integral equation (9.17) with a set of 28 linear equations and solving these
by a method of successive approximations.
Fox plots a series of polar plots of N(6) versus @ for three sea states
(S8S 1, 3, 5) and four frequencies. His results can be oversimplified by saying
that at low frequencies (200 cps) N(0) increases with 8 and has its maximum
value at 8 = 90°, while at the higher frequencies (1,500 cps) N(8) decreases
with increasing 6 and has its largest value at 6 = 0. This result can be made
plausible by considering the effects of refraction and attenuation. Because of
the upward refraction of acoustic rays in the water, an element of solid angle
at the array pointed in a near horizontal direction subtends an area on the
ocean’s surface that 1s much larger than predicted by the normal inverse
square law. This phenomenon 1s least effective at angle 8 near zero. The in-
crease in area subtended for large 0 is counteracted to some extent by the
3 increased attenuation resulting from the longer paths. The observed behavior
E is consistent with the fact that the attenuation is least at the lowest frequency.
The factors hsted i the last paragraph can be corrected for by ray dia-
grams and attenuation measurements, but there is another effect that
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168 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES  SEC 9.2

complicates the picture. The sources at the surface that radiatc the ambient
noise field may themselves be directional. This directionality is »n unknown
which can be deduced from the measurements of ¥2(8) by a careful analysis
of all the known effects including multiple bottom and s1‘ace bounces.
Talham (1964) has carried out such an analysis and applicd it to Fox’s data
(1964) for low sea state and low frequency. He obtained best agreement with
the observations when he assumed that the near surface sources were
nondirectional.

Axelrod et al (1965) have reported a set of measurements similar to
those of Fox (1964) but more extensive. It would appear that the two sets of
measurements were made with the same hydrophone array and at the same
location in the ocean although this is not stated in the paper.

gk B g, WQWMM,»&@%-% 8 VEE i §4 , g oy

9.2  An Array of Only Two Hydrophones

In the experiment described in the last section the noise was filtered
with narrow-band filters and the directionality was achieved by using ar array
300 feet in length. Altvrnately one can use a smaller array and achieve direc-
tionality by computing the autocorrelation function of a wide-band noise. The ?
beam 1s steered as usual by irtroducing time delays.

Assume that one has two hydrophones, 1 and 2, as illustrated in Fig.

9.3 located at z=+azand z =-g, respectively. Suppose further that a plane wave
arrives from a direction (6,¢) as illustrated, but that instead ot a monochro-
matic wave as in Egs. (9.6) and (9.7), the wave is a stochastic process x(t,A).
Equations (9.6) and (9.7) can be modified for this case to be (aym =a, = 1)

WE g

e AR Vo

1 =5(6) x[t-7,Hafc) (cos 8) + 4, \] (9.18)

¥2 = 8(8.6) x[t-12-(afc) (cos 6) + B,\] . (9.19) '
Instead of forming a sum and squaring, multiply y, and y, together and form
a time average. The output becomes

+T/2
Er0.9) =£‘;‘§ﬁ’2 xlt-r, +9 (cos ) + 4,
=T/2

x[t-r, —%(cos 0)+8,A] drt . (9.20)

The question of approximating an infinite time average by a finite time average
has already been discussed in Sec. 6.1. If one assumes that T is made large
enough, no senous error will be made by approximating the finite time average
n Eq. (9.20) by the limit as T - . Thus yields
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’ INCIDENT PLANE WAVE

{0o,0+0) 11

~

{0,07q) Ty

Figure 9.3—An array of two hydrophones and associated geometry.

E 57(6.¢)=S2(0,¢)Cx[1',—72—(2%)c050] . (9.21)

: It is evident from this equation and the earlier discussions of the autocorrela-
. tion function of a wide-band noise that one can achieve a highly directional
response. The major lobe will be pointed n the direction

Bpeom = cOS™! L';z_) . (9.22)

In order to dlustrate this example consider the response of a beam

; { pointed at right angles to the line, 7; = 7,, to plane waves of constant ampli-

' . tude, S(6,9) = 1, but vanable direction §. Assume that the noise source is a

whate noise of bandwidth W centered about f,,. One sees from Eq. (4.21) that
the normalized output of th2 detector in this case is

; . (21rWa
‘ . sm\ v cos @ 4
: () =— cos(# cos 0). (9.23)
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170 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC9.2

It is mstructive to compare this with the response of an unshaded line
hydrophone of length Za to a monochromatic wave of frequency f,. It is easy
tc show that this normalized pattern is

)
sin -21191 cos 0

Eline(6) = ©.24)

2_"-&1‘1 cos @
C

when the signal 1s detected with a square law detector.

Tae responses given by Egs. (9.23) and (9.24) are plotted in Fig. 9.4 fur
the special case W = f,. The product array has the advantage that the first
munor lobe has a negative sign which enables one to reject it as pointed out by
Welsby and Tucker (1959). For example, if &(8) is used as the intensity modu-
lation on the oscilloscope, the negative, first minor lobe will not produce a
brightening. In this case the product array has a definitely better major lobe.
The large positive lobe at 4.7 on the abcissa scale can be removed by going to
a wider bandwidth or by replacing the point, omnidirectional receivers by di-
rectional receivers having a rejection at this angle.

The prcceding analysis of the directional response was based on the hy-
pothesis of a single noise source located 1n a unique direction. Actually, the
noise may arnve from all directions as in the exampies discussed in Sec. 9.1.
If these noise sources in the various directions are assumed to be independent,
one can either integrate Eq. (9.21) over all angles (0,¢) or multiply Eq. (9.12)
(withM =2 and ¢, = a,) by a power spectrum W(f) and integrate with respect
to f. The mathematical analysis will not be carried out here, and the reader is
referred to the papers by Faran and Hills (1952 4,&) and Dunham Laboratory
(1963) for details.

Faran and Hills (1952 a,b) have made extensive theoretical and experi-
mental determinations of the behavior of the product of the outputs of two
hydrophones located in a nose field. They produced this noise field with an
array of loudspeakers located on a semicircular arc and located the two receiv-
ing microphones near the center of this arc. The loudspeakers were driven with
a noise source ceitered at 4 kcps, and the entire system was located in an
anechoic chamber to avoid trouble with unwanted reflections. This arrange-
ment was a practical compromuise for the more general arrangement in which
the loudspeakers would have been distributed over a spherical surface. A
theoretical discussion of the noise field produced by these two distributions
of sources and the response of the correlated outputs of the receivers may be
found in a report by Usher and Schultheiss (1963).

Linnette and Thompson (1964) have published an account of ocean
measurements in which they utilized an array of two omuidirectional hydro-
phones like that just analyzed. Their two hydrophones were separated
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SEC 9.2 THE MEASUREMENT OF THE AMBIENT NOISE OF THE OCEAN 171

vertically a distance of 13.2 feet and placed on a inud-sand bottom at a depth
of 360 feet. By introducing band-pass filters they restricted the noise spec-
trum to one octave ranges centered at 700 cps in one set of measurements and
at 1,000 cps in another set of measurements. They used time samples 15 sec-
onds in length and introduced a maximum time delay, 7, - 7, = 1,420 micro-
seconds, in the autocorrelation computation. This maximum delay corresponds

R AR TR O RN o

010

RESPONSE OF A LINE HYDROPHONE OF LENGTH 2¢
TO A PURE TONE OF FRECUENCY 1,

RESPONSE OF TWO POINT HYDROPHONE S TO NOISE OF
CENTER FREQUENCY f, AND BANDWIDTH W i,

=~ = POSITIVE VALUES

----- NEGATIVE YALUES

RESPONSE TO PLANE WAVE

00l
0

{27 §,%) cos 8

Figure 9.4—-Comparison of the response of a line hydrophone to a monochromatic wave

to that of two point hydrophones to noise.
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172 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES  SEC 9.3

to looking vertically upwards. Their article contains plots of autocovariance
function versus time shift.

In order to have a theoretical model with which to compare the meas-
urements, Linnette and Thompson assumed that the ambient noise was pro-
duced at the surface of the sea by independent noise sources distributed uni-
formly over the surface. It was assumed that the radiation was not isotropic
but that 1t depended on the angle 0 between the downward vertical at the
source and the direction of the receiver. In particviar it was assumed that the
radiation pattern for the power depended on cos?8 and n was chosen to give
the best fit with the observational data. The results indicated that n =3 for
wind speeds of 15 knots and decreased to near unity at wind speeds of 3-5
knots. This conclusion differs from that reached by Talham (1964), but one
cannot be sure whether 1t is due to a difference in the sources or 1n the method
of analysis. Linnette and Thompson did not make any allowance for energy
reflected from the bottom.

Similar studies have been reported by Arase and Arase (1965).

9.3 An Example of Experimental Data

Figure 9.5 is a reproduction of the output of a system that utilizes a cor-
relation receiver. Sixty-four separate channels are processed so that sixty-four
beams can be viewed simultaneously. Each of these beams 1s portrayed on
1/64 of the paper width. A horizontal line across the paper at any instant of
time gives the autocorrelation function of the source versus beam angle 04,.,,,
Eq. (9.22), as described by Eq. (9.21) for a fixed value of 9, the direction to
the source. The target provides a central band of positive correlation bordered
by bands of negative correlation as predicted hy the dashed curves in Fig. 9.4.
As time passes the target moves to the left.

The practical details of the circuit that provided the data portrayed in
Fig. 9.5 <can be understood better after the reader has read Sections 10.6 and
10.7. The outputs of the hydrophones were clipped and tie polanty was
sampled at a frequency approximately three tunes the highest frequency in the
hydrophore outputs. The output of the correlator was filtered with an RC-
filter whose time constant was approximately 100 seconds. The output signal
of each channel was presented in a symmetrical, width-modulated trace.

The experimental data shown in Fig. 9.5 and the description of the
equipment were furnished by Messrs. I. Engelsen and F. Bryn of the Norwegian
Defence Research Estabhishment, Horten, Norway.
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Figure 9.5-The output of a correlator with 64 channels. Dark areas have positive corre- ‘
lation, crosshatched areas have negative correlation. 5
|
B
' .
. ; N U
- -
R - o - . A\ o P . -




e e AR g TR e S, TR S e

174 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES PROBLEMS
PROBLEMS
9.1 Evaluate Eq.(9.10) for the specialcase M = 2,4, =a, = 1, k(z; - 22) = 6,

S(0,4)=1,0<9<7/2,andS(0,9) =0, 7/2<0 <. Plot A%(f) versus the di-
mensionless parameter «w(7, - 73)-

DAL MR 4, NS A P SN LETS——

9.2 A noise source whose power density is constant over the frequency band
-5.0 to +5.0 kHz and zero for all other frequencies is located in the direction
6 =90°, ¢= 0. (See the coordinate system in Fig. 9.3).

(1) Plotanormalized response &(8,¢) given by Eq. (9.21) versus 7y - 7,.
Extend the graph through the first “minor” lobes of &(6,¢).

(2) Estimate the angular resolution for point sources on the assump-
tion that dips of 3 dB in a response curve can be detected reliably.

[ P ST A

S et

93 Generalize Eq. (9.21) to the case of two similar but statistically inde-
pendent noise sources located at § = 90°, 6= 0and 6 =90° -a,$= 0. Assume
that the time averaging is infinite. 2a/c = 0.1 sec, and C(r) = 1 - | 7/T |,
{7 I1ST,C01)=0,|7|>T.

(1) Plot the response versus 7, - 7, for various values of a for T =
0.01 sec. :

(2) Determine the minimum value of a for which the source can be i
resolved on the basis of the assumption that a dip of 3 dB in the response curve :
can be detected reliably. :
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CHAPTER X

Three Dimensional Arrays of Nondirectional Hydrophones

10.1 Introduction

In the last chapter the question Jf a linear array of M hydrophones was
considered briefly, but only as a means of measuring directional properties of
noise. The important question of the detection of a signal in a noise back-
ground was not considered. Certain aspects of this problem will be considered
mn the present chapter.

Suppose that a three-dimensional array of M hydrophones is available
and that a variable time delay 7; (i=1, 2,..., M) can be inserted in the out-
put of the ith hydrophone. These time delays will be chosen so that if a plane
wave arrives from a given direction the outputs of the M delav lincs will be in
phase no matter what the wave shape 1s. The actual details of the directionality
of the response will not be considered but each choice of the set of delays
{r;1 will yield a three dimensional beam pattern, and the bes n can be steered
in different directions by choosing different sets of delays i7;} . This can be
done sequentially by switching or simultaneously by using multiple delay
lines.

The outputs of the M delay lines will be processed in some manner to
provide new outputs on which signal detection and extraction are based. In
each analysis it is neces.ary to select a specific method of processing the data
and to make assumptions about the nature of the noise and the signal. The
variability of the analysis is further increased by the fact that one needs to
choose some definition of the signal-to-noise ratio in the output in order to
define a processing gain. As one reads the published papers one is struck
forcibly by the fact that the various assumptions listed above are conditioned
by the requirements of the analysis as strongly as by the physical realities of
the problem. Even so, the theoretical analyses are useful because they give one
an insight into the problem and show which parameters are most important.
However, one cannot hope to optimize the sonar system as long as the class of
problems considered is limited by the requirement that the process be amen-
able to analysis. This is clearly a situation in which one should piogram the
problem cn a computer and use real data as the input. In this way one could
model a wide . ety of detection systems and use realistic criteria in assessing
the gain of the system.
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176 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 10.1

Figure 10.1 illustrates a few of the system configurations that have been
subjected to analysis. The time delays r; bave been omitted in each case in
order to simplify the drawings. The system of Fig. 10.1(a) is the same as that
of Fig. 9.1 except for the distribution of the hydrophones in three dimen-
sions.! The system of Fig. 10.1(b) is the same as that of Fig. 10.1(a) except
that the outputs of the delays have been quantized before they are summed.
This quantization may be simply a perfect limiter or it may have seve.al levels
of quantization. When the quantization is limited to two levels, 21, the system
1s known by the acronym DIMUS (DIgital MUltiple beam Steering). This sys-
tem has been studied rather extensively both experimentally and theoretically
at Navy Electronics Laboratory, San Diego. Professor Bonnet und his associ-
ates at Centre d’Etude Aléatoires de Grenoble (CEPHAG) have made exten-
sive studies of the improvement that results when more levels of quantization
are introduced.

The system of Fig. 10.1(c) is the natural extension of the two-hydro-
phone array of Fig. 9.3. Quantizers are included in Fig. 10.1(c) although the
system wil: be analyzed with and without quantization. The system of Fig.
10.1(c) can be made to resemble strongly the systems of Fig. 10.1(a) and (b)
by setting My = M, = M and x,(1)(#) = x;(2)(¢). With these substitutions
circust (¢) becomes identical with (a) when the quantizers are removed, and it
differs from circuit (b) ouly in the location of the quantizers.

k>
2
#

b,
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The multiplicative array has been studied extensively by Professor Tucker
and Dr. Welsby at The University of Bumingham, England. Their work will be
discussed separately in Chapter XIII since they utilize a planar array of detec-
tors cach of which has a directional pattern.

Figure 10.1(d) 1s an extension to M hydrophones of the system discussed
in Chapter VII. This generalization introduces new and mteresting features,
but the system cannot be compared easily with the others discussed in this
chapter. It was seen in Sec. 8.4 that this approach to signal detection is a
special case of a Bayes system. The analysis of Fig. 10.1(d) and (e) will be
given in Chapter XI1. The circuit in Fig. 10.1(e) represents an embodiment of
a lhikelihood ratio recerver.

Mot gy
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In view of the complexity of the systems and the large number of hy-
potheses that can be made about the signal and noise statistics, each system
will be analyzed first without a quantizer. The analyses will then be modified
to incorporate the quantizers. Whenever it is relevant a subsciipt Q will be
used to denote a quantity resulting from quantization and a subscript 4 will
denote that the quantizer 1s absent.

?
3
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3 }Onc owher difference s that the weighting factors have been omitted in order to simphfy
4 the equations  The reader should repeat the analyses of this chapter with a weighting
. factor as an exercise
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10.2 Historical Note on the DIMUS System

The DIMUS system has an interesting background. In a sense it can be
said that this system s a descendent of the work done at the Harvard Under-
water Sound Laboratory (HUSL) during World War I1. Professor F. V. Hunt,
of Harvard University, who was the Director of HUSL, suggested (Hunt, 1951)
that correlation techniques should be used in the detection of acoustic signals.
These 1deas were implemented by Faran and Hills (19524, b) and by Ander-
son (1956) in important studies at Harvard University. Dr. Anderson’s work
was concerned with a method of computing autocorrelation functions rapidly,
and 1t led to the development of a system known by the acronym DELTIC
(DElay-Line-TIme-Compressor). The continuation of his studies on this and
related systems at the Marine Physical Laboratory at San Diego resulted in the
development by Dr. Anderson of the DIMUS system. Numerous important
papers on the theory of the DELTIC and DIMUS systems have been published
by members of the group at Navy Electronics Laboratory, San Diego, Califor-
nia, working under Dr. E. C. Westerfield.

10.3 Analysis of the “Standard Detector”

The present analysis of the circuit in Fig. 10.1(a) follows closely a paper
by Usher (1964) with some references to the earlier paper by Rudmck (1960).
Consider a system of M omnidirectional hydrophones placed in an array which
may be three-dimensional. Beam-forming 1s achieved by inserting a delay line
in the output of each hydrophone and by selecting this time delay so that
when a plane wave arrives from the desired direction in space, the M outputs
of the delay lines will be 1n phase. By combining the delay in the water path
with the delay in the delay lines one does not have to specify the arrangement
of the hydrophones These statements are dlustrated m Fig. 10.2. This assump-
tion 1s especially convenient from a theoretical viewpoint when 1t 15 assumeq
that the noise signals received at each hydrophone are independent stationary
time series  Under these assumptions the tume delays in the noise signals can
be ignored.

The outputs of the delay lines of Fig. 10.2 may be denoted? s,(t) +
m(t)X1=1,2, .., M)and these are the inputs of the processing system shown
in Fig 10.1(a). When the network delays are chosen for targets in a particular
direction, the M output signals will be 1n phase only for sources in that direc-
tion If the source s located 1n a different direction, the delays associated
with the water paths change and so the 7,'s change Hence, the outputs asso-
ciated with the signals may be wnitten

2The parameter A which has been used n the past to denote the ensembie vanable wal?
be omitted 1n this chapter to simplify the form of the equations. The reader should re-
member that the ensemble averages are over this parameter
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(d) SYSTEM THAT MAXIMIZES SIGNAL-TO-NOISE RATIC .
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Figure 10.1-Block diagrams for some of the systems that are analyzed.
Time delay boxes in the hydrophone lines are not shown.
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INCIDENT PLANE - WAVE FRONT

DELAY LINE fmm—e x (1)

dindty,

DELAY LINE e X (1)

[Er)

DELAY LINE Xl

o

ki

Figure 10.2—-A plane-wave incident on an array of M hydrophones for a wave form a
unique direction. (The time delay, 7}, includes water-path and the delay line.)

s,

s(D) = s(t-t,-T}) , (10.1)

where s(+) is a signal shape associated with the wave front and hence common
to all of the hydrophones. Therefore, the outputs of the M delay lines may
be written as

s(t-to-D+n(),i=1,2,.... M (10.2)

Here 1, 1s an arbitrary constant determined by the choice of the time origin.
In the analysis it will be assumed that the average values of s(r) and n,(¢) are

§
zero. The output of the summer is 3
M é

xa()= Z {s+n(n} (10.3)

i=1

where, as mentioned above, the subscript A means that the quantizer is absent.
The output of the squarer is
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M
7= ka1 = ) {50+ nO}s0 + 10} (104)

iy=1

It was seen 1n Sec. 6.2 that the output of a low-pass filter will fluctuate about
a mean value which is the ensemble average of y4(7). The ensemble average
and the fluctuations thereabout can be computed only if one 1s prepared to
introduce specific statistics for the signal s(¢) and the noise.

It 15 assumed that

(1) thefunctionss(z) andn, (1) 2= 1, 2.. .., M) are stationary. ergodic
gaussian processes with zero time averages.

(2) nt) and ny(t) are independent of one another, i #.

(3) s(r) and n,(¢) are independent of one another.

(4) the autocorrelation function of n(¢) is N,R(7). R(r) is normalized
so that &V, is the total power in the ith nowse. It will be assumed that the /V;
are not necessarily equal to each other.

(5) The signal () 1s a stochastic process with the same autocorrelation
function as the m,(#). Thus the autocorrelation of the signal ic SR{7) where S
1s the total power n the signal.

There 1s no doubt that the reader may wish to question some or all of
these assumptions. However, when the noise 1s domnated by reverberation,
as n active sonar at near ranges, 1t is not unreasonable to assume that the
noise and the signal have the same normalized autocorrelation functions. la
the case of passive hstening. if the noise and the signal are both broud band,
the effect of the medium and the response of the transducers may result in the
same autocorrelation functions.

When one takes the ensemble average of v 4(¢). the average of the cross
product terms s,(¢)n,(r) vanishes because of assumptions(3) and (1). The aver-
age of the terms n,(f)n,(£) (i # 1) vanishes because of assumptions (2) and (1).
Thus leaves

M AZ_‘
(vg)= Z <n,2(z)>+Z (s s{D)) (10.5)
1=1 uy=1

By virtue of assumption (4) {n,2(#}»= N, This leaves only the evaluation of
(5,(8) 5,(£)). By virtue of Eq. (10.1) and assumption (5)

{3(0) (1)) = (S(t-10-T,) 1-15°T)) Y= SR(TT,) .

(10.6)

The last step follows from the assumption of stationanty. It should be remem-
bered that 7,-7, contains the direction to the target since the time delays T;

B T om A ear A5 AR o T SRR S =
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contain a part contributed by the water path which depends on the direction
to the source. For convenience let us write

7= TeTj=1ji . (10.7)

One has from Eq. (3.14) that

R(r)) =R(jp) . (10.8)

When the beam is steered on the target the 7;; all vanish and R(r;;) = R(0) = 1.

It will be assumed that when the beam is steered well away from the target,

all of the 7;;’s are so large that every R(7;) = 0, i #j. This assumption depends

on the array and the properties of the time series so, consequently, 1t must be

checked for each special case.? i
! When Eq. (10.6) is substituted into Eq. (10.5) and use is made of Eq.
(10.8), one finds readily that

M M M

v >=Z N,+MS +25 Z Z Ry« (109)
=1

i=1 j=it1

! The diagonal terms have been separated out in the smnmation since 7,; = 0 and
R(r;;) = 1. As pointed out above, two cases are distinguished according as
the beam is pointed at the target or away from the target. These two cases
will be referred to as “on-target” and “off-target” and designated with sub-
scripts O and L, respectively. Thus for the target case, since R(7y) = 1,

M
{yao)= Z NitM: S, (10.10)

i=1

o IR s s gt Ao a0 O S T o <

<_ while for the off-target case R(7;;) = 0, i #, and

xwe

(yaL)=3N,+MS . (10.11)

ot

The reader will notice that these two limiting values do not provide any meas-
ure of the directional response of the array. Nonetheless, it is heipful to draw
a schematic picture of response ( y 4 ) versus a generalized bearing angle as in
Fig. 10.3.

3_1’(,udmck (1960) docs not introduce this assumption and obtains, as a resalt, the term
o in his Eq. (28). However, this term constitutes a negligible correction for the special
case considered by him
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Figure 10.3—A schematic drawing showing the various quantities

that measure signal response and output noise.

One may define the average signal output as

A{ys)={yq0)-{yaL ) =MM-1)S ,

(10.12)

the difference between the on-target and the off-target responses. It seems de-

sirable to normalize this by dividing by the off-taiget response
as the normalized response in the absence of clipping

S
Ay WDy
(yar)y ~

l+‘1%

. This yields

(10.13)

(10.14)

For weak signals such that § <N, the normalized response increases propor-
tionally to S/N, but for large values of S/N, the limiting value of (M-1) is ap-
proached. In this upper limiting case the target energy dominates over the

noise even when the beam is steered away from the target.

In the preceding analysis the averag2s have been expressed as ensemble

averages. When the stochastic processes are ergodic, these enser

nble averages
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can be replaced by the corresponding time averages provided the averaging
time is infinite. In practice the time averages must be over a finite time so that
the approximate values y4; for ( p4; ), etc.* will fluctuate about the true
value. In fact, this behavior leads to a design compromise, since in order to
increase the search rate one would like to make the averaging time as short as
possible compatible with the other requirements. It is necessary to calculate
the root-mean-square of the fluctuation of the value ( y 4 ) about the mean
{41 ) since these fluctuations will appear as faise signals. Because of the
non-linear nature of the squarer it is not possible to carry the assumption
through to a specific answer without introducing specific forms for the low-
pass filter and the normalized autocorrelation function R(7).

If one is willing to assume that the low-pass filter in circuit 10.1(a) is
the RC-filter of Fig. 6.2, one can write down the answer directly from Eq.
(6.18). In this case the variance 0,42 of the output is

400

1
%4’ = Re j Caa’@) dr (1015)

- 00

where Cy 4 (7) is the autocorrelation function of x4 (¢) defined in Eq. (10.3).
If the reader is interested in a more general derivation of an expression for
0;4° that does not depend on the assumption of an RC-filter, he can turn to
the Appendix 10.1. Equation (10.15) has two parameters; the time constant
of the filter which depends on RC and the integral of the square of the correla-
tion function which depends on random function x 4(¢). Rudnick (1960) re-
places these two parameters by times 7, and 7 as follows:
One can define a time 7, such that

+00

Cea2(0) 1 =J Cea(Ddr . (10.16)

-00

Rudnick refers to 7, as the correlation time of the process x 4(f). One notices
that this definition is equivalent geometrically to making the areas in Fig.
10.4(a) and (b) equal. An averaging time T, which in the case of the low-pass
RC filter 1s 2 RC, is introduced to represent the post detection averaging time.
With these definitions Rudnick obts.ns his Eq. (16) which is equivalent to

0742 = Cxn2(0) 21, T . (10.17)

*zach quantity u, say, for which the ensembic average was designated (u ) will have a cor-
responding time average denoted u.

%,
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CoalT)

0

{a) PLOf OF THE SQUARE OF THE CORRELATICHN FUNCTION

2
CLal?)

-1, /2 0 +7,/2

(b) PLOT OF THE APPROXIMATION TO THE AUTOCORRELATION FUNCTION

Figure 10.4~Diagrams to illustrate the correlation time 7).

For the special case of the RC low-pass filter and the normalized autocorrela-
tion function R(7),

400
DL pgyar (10.18)
T " RC e . ‘
-0
The assumptions numbered (1) to (5) above make it easy to calculate

Cx 4(7). One has

g
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M M
Ga®=( 4 ) 5@ +m@IH ) e+ nevn]
i=1 7=1
M
= Z [ Csi(0) si(e47) ) + (s(e) nietT))
iy=1
+{ny(t) si(t47)) + (nD) n(t1)) ] . (10.19)
By virtue of arguments similar to those following Eq (10.5) one can show that
M M
Cealn) = Z N; | R(n)+ SZ R(r+ 1) . (10.20)
i=1 ij=1

This equation can be simplified if we are willing to make special assumptions.
If the beam is on-target, all of the 7,; vanish and

M
Cxa0(1) = Z N,-+M2S R(7) . (10.21)
=1

If the beam is off-target, the 7;; (i #j) are presumably large enough to insure
that the nondiagonal terms in the sum can be neglected. This gives

M
Cxar(n) = Z Ni+ MS |R(7) . (10.22)
=1

It is the latter case that is of more interest since one is concerned that the fluc-
tuations in the output might be large enough to simulate a target when the
beam is steered away from the target. Hence Eq. (10.15) becomes (adding the
subscript L for off-target)

+00

M 2
041t = Z N; +MS k%f R¥(n)dr - (10.23)
i=1 200

It could be that fluctuations in Z4; may be a more serious limitation
on detection than the magnitude of Ay4. This suggests that perhaps the
normalized response defined in Eq. (10.13) is not the best measure of the
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performance of the system and that instead one should define an output signal-

to-noise ratio as®

s

_Alys)

(M-l)j%

(N)out,A T 0z4L

L+

4

1

400

R¥*()dr

RC

-00

M
_ 1
where again N =— E N; .
M
i=1

The resemblance between Eqgs. (10.13) and (10.24) is both pleasing and
suggestive. First, one sees that the random fluctuations due to finite averaging
times will exceed the target response unless

400

RC>= R%*(1)dr .

‘o0

This restriction is important both for determining circuit parameters and for
calculating search rates. Secondly, one sees that the normalized response is
an equally important measure of system performance. Since (§/V)oy¢ can be
made infinite by letting RC — oo, it is clear that (S/N)y¢ alone is not a suffici-
ent measure ot performance.

In view of the frequency with which Rudnick’s paper 1s cited it is well
to relate these equations to his work. He assumes that the input signal-to-noise
ratio, S/N, is such that the root-mean-square fluctuacion in the output, 0,44,
1s just equal to the average signal output Ay 4. When the output satisfies this
condition, the processing gain is defined as the reciprocal of the input signal-to-
noise ratio. Or, in terms of the present analysis, the processing gain G is de-
fined as the value N/S that makes the term (S/N)o,¢ of Eq. (10.24) equal to
unity , Thus, using Eq. {10.18) and the definition of G, one has for Eq. (10.24)

1
_(M-I)G T
't l+l— Z
G

5Therc1sno uniformity of usage on this pomt. Thomas and Williams (1959) 1n their dis-
signal  Square of the mean system output. Ths
noisc vanance of the system output.

sounds rcasonable, but it yiclds a quantity of dimensions (S/NV )2 which appears undestrable,

cussion of multiphcative arrays define




LY
)
3
E
188 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 104 %
or
cr1=m-1y /L
27' 1

This is a slightly simplified version of Rudnick’s Eq. (28). Rudnick refers to
M-1 as the array gain and\/T/27, as the processing gain from post-rectification
integration. This result which shows that the gain can be factored into a prod-
uct of an array gain and a processing gain is a special case of a more general
characteristic. This subject will be returned to in Sec. 19.3.

10.4 Analysis of the Multiplicative Detector

In the following analysis of the response of the multiplicative detector
of Fig. 10.1(c) without quantizers the notation of Sec. 10.3 will be followed
asclosely as possible. Further, the five assumptions regarding the statistics and
noise will still be assumed. Equation (10.3) for the sum of the outputs of the
hydrophones will be modified with superscripts to indicate which set of hy-
drophones is being considered. Thus the outputs of the two summers are

k written as

M,
F J x4 () = 2 {si) (0 + 1,0 (1)} (10.25)
E - i=1
3 and )
5 1
b M, %

x4 @)2) = E {sO @+ @} . (10.26)
J=1

When the ensemble average for the product {x 4 (1)(£) x4 2)(#) ) is written
down, one sees that all products involving noise terms vanish. This leaves
only terms like ¢ s;(1)(t) 5(2)(r) ). Following the procedure of Eq. (10.6)

|
avww“mgwwlw, I S LT

one has
(yq?= <XA“’(l‘)xA(2’(t)>
M, M,
I}
= Z Z(s(t—to-T,(”) At-t-Ty D)) . (10.27)
=1 =1
} T T e ~en
" . C‘-\ - N, . -
z ST a S ' - \ . b - -
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Define

1i=T( -T2 ==, , (10.28)
so that

(-t T, (1) (11T D)) = SR(T{-Ty(2)) = SR(r,) .

(10.29)
This notation yields
M, M,
(yq) = SZ Z R(ry) . (10.30)
=l =1
When the beam is on the target, all the 7,, = 0, and
(yao)?=M M, S . (i0.31)

When the beam 15 off the target, assume as in the past that R(r)) ~ 0. This
gives

(yar ) =0 . (10.32)
Defining the average signal level, A (y4 ) as in Eq. (10 12) one finds
Alyg Y= M M, S . (10.33)

When dhis is compared with Eq. (10.12) one sees that, for a given total num-
ber of hydrophones, M; + M, = M, the average signal level 1s much smaller
when the hydrophones are divided into two groups and multiplied together.

One cannot normalize the average signal output as in Eq. (10.13) be-
cause { y4; ) = 0. However, one can compute a root-mean-square fluctuation
of z,4(¢) resulting from the finite time average and compute a signal-to-noise
ratio as in Eq. (10.24). The output of the low-pass filter may be written, as
in Eq. (6.9),

0+
24(0) =k%f e/RC x ) (u+ £) x4 (u + 1) du.
-0
(10.34)
[} * -
- ‘ k‘ - \'-/‘ >
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The product of two ergodic processes is not itself necessarily ergodic so one
must work entirely with ensemble averages for the moment.

When one takes the ensemble average of Eq. (10.34) and interchanges
the order of integration and averaging, all of the terms vanish except those of
Lo the form

(4 u=to-TiO) st +u=1o-Tj2) ) .

3 Since s() is assumed to be an ergodic process, the average depends only on
7, and not u and may be factored out of the integrand. Consequently, by
virtue of Eq. (10.27) one has

y 7 .

Bcii o

s

(z4(0)) = (yq) (10.35)

. as expected.
) The ensemble average of the square of the departure of z4(?) from {y4 )

i
3
" is 2
o -
{

(Ea®-01%) = (l2a®1?) - Ga ¥ . (1036)

. As usual one writes

. 0+ 0+

S e [24(0)? = (Ré')zj du, f els *u2)/RC x, (D(u, +1)
, o0

o0

XA(Z)(ul+t) XA(I)(U2+t) XA(Z)(u2+t) duz B
(1037)

In order to evaluate the ensemble average of this expression one must expand
‘ the product of the four time series. The details are given in Appendix 10.2.
{ After Eq. (A 10.8) is substituted into Eq. (10.37), one may introduce
the change variables

‘\/:7._1’1 =uy tuy , \/51’2:"2—“1 B

The integration with respect to v, can be evaluated immediately. This leaves

! o
5 (24(0)*) = \/EIRC f exp(-v/2 1v, 1/RC) {+} av, N

e
‘fr
ﬁy
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where

{} = M, M, N N2 R W/2Zv))?

M,
+M, NO) SZ R(2v, + ) R (V2v3)
il=1
M,
+M, NOS Z RWZ vyt 1ixMYR (V2 v,)
k=1
My M,
vs ) ) RERGW) +
Lk=1 jiI=1

R(Zvy - 14) RNZva + i)
+RW2v; + 1 )R 2y, + 1)) .
(10.38)

This equation can be simplified by the change of variable, V2v,=s

It is not possible to say anything about this equation unless further as-
sumptions are made. Perhaps the least restrictive assumption, from the point
of view of the nature of the stochastic process, is the assumption usually made
for the off-target case As before, it will be assumed that when the array is
directed away from the target, any 7 which is not zero will be large enough to
make R(r) effectively zero. It was seen in Eq. (10.32) that {y 47 »= 0 for
the off-target case. Therefore,

0+ +00
1
UzALz=([zA(t)]2>=2"“IlQC {-} as= 4ch {-}ds (1039)

where
{-}=M, M, [NOONQ@ + (N + N) S +52] R(s) . (10.40)

One is tempted to discuss the conditions under which 0,4 is a mini-
mum but this is not a relevant question since it is the ratio A {y4 ) fo,4; that
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is important. Before considering this ratio, it is desirable to specialize the as-
sumption even further in order to obtain a comparison with the standard

detector. _ _ _ i
Assume that M; = M, =M/2 and NO) = N@ = N, In this case one has
4 for Eqs. (10.39) and (10.40)
+00
2 = M2 —+s2_1_ 2 . 10.41
3 o’ =M V+5)* ok | RGN ds (1041)
-00
. Consequently, when one follows the usage introduced in Eq. (10.24) for the
E ? definition of signal-to-noise ratio, one obtains
s\ . Alyy)? - MS ]
3 ) Njowt AL +00 % (10.42) T
i — 1 2 .
N +S]|| — R(:M* d :
| ! 1Rcf REY s_l
“oo

k for the multiplicative array. On the other hand, one may write Eq. (10.24) for
- the standard detector as

1 S - Wm-1)s ,

: \ (iv_) - (ol — (10.43) E

3 out - 1 t
j vV +S] k?f [R(9)]? ds

Eooe e

When the number of hydrophones, M, is large enough that M-1 = M, the two
systems have the same signal-to-noise ratio. However, if there are only two
hydrophones in the array, the multiplicative array is better by v/2 or 3 dB.

Usher (1964) has considered the response of the multiplicative receiver
when the noise level at each hydrophone is itself a random variable. This en-
ables him to arrive at special expression for N() and N,

| 10.5 Digression on Ergodicity

The reader has undoubtedly noticed that the notation in the last two
sections has fallen short of the ideal set forth in the earlier chapters. In particu-
lar { x ) was used as before to designate an ensemble average, but x was used
in this chapter to denote a finite time average. This latter 1s an abbreviated
notation which is not ideal. In the earlier chaptersx was used to denote the
time average defined by

e g s A DB b D g st 1 it

lim 1 +T/2
, T f x()dt (10.44)
x7/2
»
s
¢ . e O \ ‘e N g -
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while X7 was used to denote the finite time average

+T/2
% x(1)dt . (10.45)
Ir/2

This change of notation may tend to obscure a logical point that should
be mentioned. In the discussion of the standard detector in Sec. 10.3 the sum
x4(t) defined in Eq. (10.3) is an ergodic process since it is the sum of ergodic
processes. Therefore, the time average defined in Eq. (10.44) is equal to and
can be designated by (x ) so that one may simplify the notation by using x for
the finite time average of Eq. (10.45). Further, although the signal output
defined 1n Eq.(10.12) and the mean-square fluctuation defined in Eq. (10.23)
are ensemble averages, they represent equaliy well the time average and the
fluctuation in time, respectively.

On the other hand, the output of the multiplicative detector involves
the product of two ergodic processes. It is not necessary that the product of
two ergodic processes be ergodic, so one cannot equate ensemble and time
averages without further restrictidbns on the stochastic processes xi(r) and
n{t). Consequently, the ensemble average introduced in Eq. (10.36) is not
necessarily equal to the corresponding time average. Nonetheless, this assump-
tion, which seems reasonable, has been introduced tacitly and regularly in
studies of the multiplicative detector.

This point may be stated another way by saying that the root-mean-
square fluctuations 0,4, computed in Eqgs. (10.39) and (10.41) are based on
ensemble averages and may not necessarily represent the fluctuations in the
output of the recewer considered as a function of time. However, it was
pointed out in Sec. 3.1 that in the sonar application the source, receiver, tar-
get, and medium were normally in a state of motion so that perhaps the suc-
cessive outputs of the receiver constituted samples from an ensemble rather
than from a time series. If this be true, the ensemble averages are applicable
in every case.

10.6 The Advantages and Disadvantages of Clipping
and the Effect of Sampling on Signal Output

In the analyses of the last three sections the systems were ideal and the
only non-linear processes introduced were those of multiplication which are
linear in energy. The only loss of energy resulted from the low-pass filters. A
change to digital techniques is most attractive from the viewpoint of equip-
ment design, since the electronic circuits or magnetic mer~ries can be made
more compact and stable and problems arising from an., ufier gain and stabil-
ity are less severe. These and other considerations have caused the designers
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of equipment to consider clipped or, more generally, quantized signals as illus-
trated in Figs. 10.1(5) and (¢). A factor that has led t. the popularity of
binary clipping is that one does not need to use an AGC circuit. Binary cir-
cuits can be built which will operate reliably with a dyriamic range of 80 dB
in the input. A further advantage of binary clipping is that when the system
works improperly it usually fails completely so the operator is alerted. Linear
circuits can function poorly without the operator being aware of it.

In the following analyses it will be seen that digital sampling becomes
more advantageous when the noise level fluctuates widely from hydrophone
to hydrophone. Although this question will be considered quantitatively, it
is obvious qualitatively that in a linear system the output is dominated by
those hydrophones which have the greatest power levels. On the other hand,
it has been found that bearing accuracy and the ability of a system to resolve
two targets of slightly different bearing suffers seriously when the signals are
clipped.

When one replaces the analog messages by binary samples, there are two
factors that act to change the system. In the first place the time intervals be-
tween the samples are integral multiples of some sampling time 7, so that the
pattern formation is not likely to be optimum. In the second place there 1s
the effect of the non-linear quantization. It is desirable to discuss these effects
separately since they can be changed independently of one another. The ef-
fect of time sampling on the array gain will be considered now while the effect
of quantization will be considered in Sec. 10.7.

Ideally, when the array is pointed at the target the time delays in the
hydrophone circuits are adjusted so that all of the signals s(¢) of Eq. (10.1)
add in phase. This assumption was utilized in Eq. (10.10) when it was as-
sumed that R(r;;) = 1 for all values of i and j when the beam was peinted at
the target. Actually, if the delay times are quantized, one may assume R(7;;)
= 1 with strict accuracy only if i = ;. In the case that i #j there will be fluc-
tuations so that 7; will assume one of the values -7, 0, +7,. This may be
assumed to be a random phenomencn when many directions for the pattern
are considered. When this source of error is introduced, Eq. (10.10) must be
replaced by

N M M
{yao) = Z Ni+MS+2§ Z Z R(G,'/') (10.46)
1 =1 ol

where ¢;; takes one of the values -7,, 0, +7,.
If the time series are continuous, the autocorrelation function has a zero
slope at the origin so the Maclaurin’s expansion begins

R(ey) =R(0) + 5R"(0) € +. . s (10.47)
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The quantity R"(0) is of interest in its own right. If both sides of Eq. (4.7) %
are differentiated with respect to 7 and 7 is set equal to zero in the resulting
equation, one has

QO)R"(0) = - f QN P df . |
But

o) = f P df ,
SO :

+oo
—f (nH)* K df
R"(O) = =0 =
P(f) df
= @ (10.48)

In this notation P(f) is treated as though it were proportional to a probability
density for the frequency f-

Thus one may obtain a value for R"(0) for the noise if the power spec-
trum F(f) is known. Rice (1944, p. 193 of the 1954 Dover Ed.) has shown ‘
that the ratio on the right is related to the expected number of zeros per sec- !
ond for the process so R"(0) can be determined rather easily from exper-
mental data.

One finds from Eq. (10.47) that, since R(0) = 1,

M M M M
2Z Z R(ei,)EM(M-1)+R"(0)Z Z &
=1 p=itd =1 j=i+1

= M(M-1) {1 +%R"(0) (&)} ,  (10.49)

where by definition,
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M M
(g)= —2— E E & (10.50)
MM-1)
=1 j=itl

is an average value of the square of the error in the relative delays ¢;;. With
the aid of this abbreviated notation one can replace Eq. (10.10) with the
more accurate form

M
(ya) = Z N, + [Mz-ﬂ(i’z:‘).<(2nf)’>p<e,,-2>]s.

i=1

(10.51)

In this case the average signal output of Eq. (10.12) becomes
Ayq ) = {ya0)-{yqL Y=MM-1) S{l—li ((2nf)? )p ( G,'jz )}.

(10.52)

From this equation one can obtain an idea of how fine a sampling interval 1s
needed for a given power spectrum.

10.7 The Standard Detector with Perfect Clipping

The effect of perfect clipping (without sampling) can be illustrated by
analyzing the circuit of Fig. 10.1(d) and comparing the analysis with that
given n Sec. 10.3 for the circuit of Fig. 10.1(a). The notation and the assump-
tions mtroduced in Sec. 10.3 will be retained. In particular the subscript Q
will be used to remund the reader that clipping is present and each quantity
with a subscript Q in this section can be compared with the correspunding
quantity with a subscript 4 in Sec. 10.3. Thus the output of the summer is

M
xo(1) = Z {s(0+n0}q . (10.53)

=1

and the autocorrelation function of the output of the summer is
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M M
(x(0) xg(etr)) = Z Z s+ (0}
=1

Mianani o Lo udt Ll
b

=1
o
{sen) + n(rtn)}g ) (10.54)
: ‘ One cannot expand the product in the right member of Eq. (10.53) into

. . a sum of four products as in Eq. (10.19) because the clipping action is based
] on the sum sqf) + n,(t). However, when the mnputs to each pair of clippers
constitute a correlated, bivariate gaussian process, one can utilize the results
of Sec. 3.7 to calculate the quantities in the angular brackets. It was shown
n Eq. (3.39) that the correlation function Cp(7) of a clipped process is related
to the normalized correlation function R 4(7) of the unclipped process by

" ) Co() = sin™ Ra(r) - (10.55)

If one denotes the normalized crosscorrelation function of a pair of un-
clipped signals by y;i(7), one has®

‘ - s + Neo}a {s(e+r) + my(e+ka)
j 1yy(7) S ’/f[s . N,]l'“ : (10.56)

By repeating the arguments leading to Eq. (10.9) the reader can show that this

; ! equation simplifies to 3
- . ___ SR(r+n) 9 :
' [N s % T
wif(7) (10.57)
=R().i=).

In deriving Eq. (10.57) one utilizes the assumption that the noise and the sig-
nal have the same normalized autocorrzlation functions.
! When Eq. (10.57) is substituted into Eq. (10.54), one has

(xg(D) xp(t47)) = M p(7) +

M M "
2 it | ___SRGHmy)
n Z; Z.:n o { [S*N,1 % [S+N)]% } (10.58)
1= 1=t

°Unfortunatcly, this assertion antiaipates Eq. (11.9). The rcader may prefer to read
Chapter X1 before completing this section.
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— :
. The average output of the squarer, { yg ), is obtained from this equation by :

setting 7=0 As usuz,, two cases will be distinguished; on-target denoted with
a subscript 0 and off-target denoted with a subscript L. In the on-target case,

(R TS
*

. Tij = 0and
i *l’
3 M M
1 S
3 = 4 st 1 (10.59)
3 = + — . .
I Goo) = Me ) ) s -{[sw,-]‘/z [S*N1%)
, ] =1 j=i+1
1 In the off-target case it will be assumed as before that the 7,; are so large that
: 3 R(7jj) = 0. This gives
& (yoL)=M. (10.60)
Z . The average signal output analogous to Eq. (10.12) is
‘ Jd
S A(yQ)=(yQo>—(yQL)
1
: E : s (10.61)
: Z_, StV % (SN %
= “l"'
One cannot_pursue this development further without introcucing some
3 ! approximations and assumptions. For example, one can assume .nat the sig- :
- . nal power is much less than the noise power and use the first one or two terms i
; of the power series %
L sin! x=x+ éx +:ox5 +. . (10.62) ‘;
: In addition, one must postulate some probability density for the noise levels
1 N;. The reader is referred to Usher (1964) who develops answers for two
3 such probability densities.
l& In order to obtain a formula for comparison with the results of Sec.
{ 10.3, assume that each of the N; is equal to N. This assumption is more strin-
. gent than that of Eq. (10.14). The use of this assumption and the first term H
of the power series in Eq. (10.62) enables one to write
~ 2 MM-1) S
AL = . X
Yo? T N+S§ (1063) i
i When this expression is normalized by dividing by the off-target signal response, }
Eq. (10.60), one has
!
i
. : ¢
A R, i 'q—ﬁ‘ki
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S
M-1)=

Alyg) _ 2. E.__)I_V_ (10.64)
oLl M 148
N

which may be compared with the result in Eq. (10.13) for the unclipped case.
One sees that the clipping introduces a deterioration in the normalized re-
sponse corresponding to the factor 2/, i.e., about 2.0 dB. However, one
usually judges systems on the basis of the deterioration in the signal-to-noise
loss introduced by clipping. This is usually nearer 1.0 dB.

The analysis of Usher shows that the case in which all the N; are equal
is the one least favorable for the comparison, and that as the range of possible
values for the N; increases, the performances of the “clipped” detector becomes
more favorable compared to and even surpasses that of the linear detector.

The question of the fluctuations in the output of the clipped detector
has yet to be considcred. In order to simplify the analysis assume that the
signal s5;(¢) is so weak compared to the noise ni(¢) (i = 1, 2,..., M) that th.
signal may be neglected in the calculation of the root-mean-square fluctuation,
0701, when the beam is off-target. This assumption is not unrealistic, since
these fluctuations in the absence of a signal could give rise to false target
decisions.

When tl.e signal s;(f) is neglected, the autocorrelation function, Cxg(7),
of the input to the square law detector is given by Eq. (10.54) with s(¢) =0
(i=1,2,...,M);thatis

M M
Go) = ) ") (ngldmgle+m)
i=1 j=1
M
= %Z sin™! R(r) = —21’-7”— sin™! R(7) . (10.65)
i=1

The individual noise levels N; do not appear in this answer since the clipping
process eliminates these differences.

One may use Eq. (10.15) again to calculate the variance of the output,
zg(r). When the beam is pointed off the target, this gives

+00
aM? 1 2
oL = —7C f [sin™ R(7))* dr . (10.66)
-0
- A (.v\\ - e 7 % .
S W B -
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This quantity cannot be compared directly with 6,42 of Eq. (10.23), but

one can use the approximate Eq. (10.63) to calcuiate an output signal-to-noise
ratio as defined in Eq. (10.24). This definition yields, in the present case,

< S ) = AQp )
N Jout,0 0zQL

s
M-
= N 1
ra — -, (10.67)
5 R_IE J [sin™* R(n)]? dr

which should be compared with the result of Eq. (10.24). Now
[sin™ R(D]? > [R())?

with equality only in the case R(r) = 0. Consequently, the denominator of
Eq. (10.67) is larger than the denominator of Eq. (10.24). Hence,

S S
P > (2
(N )out.A (N ) out, @

for the special case V; = N (i=1,2,...,M). Better approximations for the
integral in Eq. (10.66) are derived by Rudnick (1960) and Usher (1946).

10.8 Suggestions for Further Reading

The analysis of the circuits of Fig. 10.1 is continued in Chapter XII. The
reader is referred to the paper by Thomas and Williams (1959) for an analysis
of the circuit of Fig. 10.1(c) with ideal clippers.

The reader should realize that the ideal clipper whose output is 1 is the
most simple form of quantizer. It may well be that ultimately sonar systems
will utilize more sophisticated quantizers. The relevant theoretical questions
of multilevel quantization has been studied rather extensively by Professor
Bonnet and his colleagues. (See Bonnet, 19644.)

The reader will find interesting results on product arrays in Berman and
Clay (1957) and Fakley (1959). There are several interesting papers on linear
and clipped signal ptocessors in an unpublished report from the Dunham Lab-
oratory, Yale University (1963).

The DELTIC correlator mentioned in Sec. 10.2 is a useful device for
which many applications in underwater acoustics have been found. A descrip-
tion of the DELTIC and other correlators is given by Allen and Westerfield
(1964).
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1

APPENDIX 10.1

Alternate Derivation of Eq. (10.15)

It has been assumed that s;(¢) and n{f) are gaussian processes. Hence,
x(t) is a gaussian process since it 1s a finite sum of the s;(¢) and n,(z). Conse-
: ! quently, one can utilize Eq.(6.16) to write down the autocorrelation function
of the output of the squarer, C;, 4(7) in terms of the autocorrelation function

) of the input, Cy 4(7). One has

:'. Cya(r) = Cxa*(0) + 204 %(7) . (A 10.1)

Since we are interested 1n the effect of a filter on y 4(¢), 1t is desirable to trans-
- form this autocorrelation function into a power spectrum. Using Eq. (4.8) and
F«_’w - the formula, Eq. (2.21), for the deita function, one finds

400

Wya() = Cxa’(0) 5(1)+2‘J- Cxa(7) e2nfr dr .

-—C0

PR T I

! ... (A 10.2)

The first term on the night 1s a dc spectral component which 15 the limiting
value obtained for an infinite averaging time. The second term of the right
memuer it the power in the fluctuation of the output which causes departures
from the average value. The effect of this term can be reduced by filtering. i

3 Let Sy 4(f) be the power spectrum of the fluctuations associated with
the second integral on the right of Eq. (A 10.2). If Y(f) is the frequency re-
: sponse of the low-pass filter, the power spectrum of the fluctuations in the
i output 1§

S;al) = YO IES A0 . (A 10.3)

By virtue of Eq. (4.13) cne can express the mean square value of the fluctua-
i tions resulting from Sz 4(f) as

400

s 024% = Cy4(0) =j Y12 Sya(f) df . (A 10.4)
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This is as far as one can carry the analvsis without introducing specific
circuits. Suppose the low-pass filter is the simple RC-circuit of Fig. 6.2. Then

YR = [1+@)?] (A 10.5)

where f, = (22RC)™' . This still does not enable one to evaluate the integral in
Eq. (A 10.3), but if f, is large enough, one can approximate this integral by
assuming that Sy 4(f) is a constant, ), 4(0) over the range of frequencies in
which | ¥(f) 1 is significantly different from zero. Hence

= nfoSya(0) .

047 = S, 4(0) J ;é;';—)T

But Sy, 4 () is the Fourier transfoim of the fluctuating part of C) 4 (7) and nf,,
=1/2RC. So

o i, 1 e e
4

PPTPIUNETEI S

400
024% = El(-_; Ceq2(Ddr . (A 10.6)
=00
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APPENDIX 10.2

Details Relevant to Eq. (10.37)

Introducing an impromptu abbreviated notation, one may write (by
virtue of Eqgs. (10.25) and (10.26))

Co) = oW (uy + D xg@ Uy + x40 (uy + D x4 (uy +1))
M, My, M, M \
= Z Z {-} (A 10.7)
=1 =1 k=1 I=1
where

{} = 15O @ity + 0D (i +0)] - {5 @) + 0@y +1)] X
Ik a0+ m@ @y #0)] + (5@ () + nf® (a0
If, for the moment, one omits the arguments of the functions, one can write
{} = si(l)sj(2)sk(l)s,(2) + s,“)s,-(z)nk(”nl(z)

+ s'(l)s](z)sk(l)nl(z) + sl(l)s](z)sl(z)nk(l)

+ 1D gD + DDy Wiy 2)

+ mOn @y + O DV

+ s On D5 W5 4 5D Dy D

+ 5 On@5 W@ + 5;On Q5 Qny 1)

+ 55 W5 4 5D Oy D@

+ 5P Mg D@ + 5 D521

The noise and the signals are independent of each other and each has
an average of zero. So when one takes the ensemble average one can be cer-
tain that the terms underlined vanish. This eliminates one-half of the terms.
Since the noises at the different hydrophones are assumed to be independent,
one can eliminate immediately the terms of the form s s n(1) p(2),

T PN R O -
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Hence, one has

My, M,
<->=Z Z<{;}>,
k=1 jl=1

where
{:} = s‘(l)s,(z)sk(l)sl(n + nl(l)nk(l)nl(z)nl(z)

+ sl(l)sk(l)n,(z)nl(z) + s,(z)sl(z)n‘(l)nk(l) .

The noise terms {1} and n® are independent of each other so
(O On@pfD )y = (n, Dy D) (n DDy

Similarly for the product of two noises and two signals. Finally, the signals
saWCEYN =14, j, k, I u= 1, 2) are all obtained from the same function s(+)
through a time shift. Therefore, although we started with a multiple product
of stochastic processes to which the ergodic hypothesis did not apply, the in-
dependence assumed for the individual terms was so great that we have been
able to reduce the ensemble averages to elemental terms to which one can
apply the ergodic hypothesis.
Thus, one has

N,(l)R(uz ~uy) B

(nDu, + 0 D, + 1))

Oy + )Py +0) = NORu, -uy) 8 .

In order to discuss the ensemble average of the signals it is necessary to
define more time delays. In addition to Eq. (10.28),

1, = TO-T,® (10.28)
let us define
) = O

and
7,1'2‘ = T,m'TI(Z’

g

“‘“"«wumg,’-w»
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With these definitions one can write

(siD(uy + 0 55Dy +1))

(e +uy = to ~T D) s(t +uy -1, - T D))

]

SRy -uy +7 1y,
and
(5D, + 1) 5D(u, +1))
=St tuy ~1o - T D) s(t +uy ~ 1, -T D))
= SR(uy -u; +73?) .
Finally, one needs the fourth order average
(i Dy + 1) 5@y +6) s, Wy + 1) 55Dy + 1)) =
(s(rtuy -to-TW)s(t+uy -1 - ;@) st +uy - 15 - T D) .
St tuy - 1o - TD))
Since s() is a gaussian process, one can use the equation given by Freeman

(1958, p. 246, Eq. (8.54) or by Middleton (1960, p. 343, Eq. (7.29a)). This
equation reads, omitting once again the arguments,

(555 DD ) = (5152 ) (53 Ngy2) )
(55D (5 WDg@D) + (5D ) (5520
= 82 [R(7R(7xy) + R(uz-ty-1 R (uz =ty +7,7)

+ R(ua-uy 1, MR (up-u +17) | .
Upon collecting terms one finds for Eq. (A. 10.7)

(=)= M]Mzﬁ(l)ﬁ(z) R(u;—ul)z

M,
+M,ND § E R(uz=1, +7,/) R(uz-u,)
=1
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M, §
+M,N) § E R(uaz-uy t7y5 D) R(uz-uy) 1
i,k=1 ‘,%
M M, §
+5? E E [R(ij) R(rx1)
i,k=1 )l=1
+ R(ua-uy=-T) R(uy=uy +7ip)
+ R(up=t1 +15D) R(uz-uy +71D) | (A 10.8)
]
where, as before,
M, M, g
- 1 - 1 :
N = L= ( =L Q
i E N | F@ M;E:N’() : ;
1=1 =1 .
}
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CHAPTER X1

~

Multidimensional Stochastic Processes

11.1 General Considerations

The theory presented in Chapter X suffered from a serious restriction
in that the noise at each hydrophone was assumed to be independent of the
noises at the other hydrophones. This assumption simplified the analysis
considerably but it is not realistic, since the noise wave field may have a sig-

. nificant correlation between different hydrophones. However, before the
1 ) effect of this correlation is introduced into the discussion of the circuits of
E ' Fig. 10.1, it is well to consider in general the theory of multidimensional |
e stochastic processes. !
f The discussion of a stochastic process can be generalized readily by con-

3 ' sidering a multicomponent process for which a sample is not one but M func-

tions x@X(£,N),i=1,2,...,M. If M =2, one may associate the two compon-

ents to form a complex number (or vector)

: ! 260 =x (6, )+ x 2 (4, W) . (11.1)

For general values of M one may consider the sample functions [x(1), x(2),
..., X(M)] for any value of the time 7 as a vector in an M-dimensional space.
Naturally, the M-dimensional process can be generalized by letting each com-
ponent of the M-dimensional process be a complex number.

For the moment let us restrict the discussion to M = 2 and think of the
process as generating a single component having a complex value as in Eq.
(11.1). In this case one must introduce complex conjugates for many of the
factors in the formulas of the first ten chapters, but if this be done, valid re-

sults will be obtained. This modification is motivated from the mathematical
point of view because the product of a complex number with its complex con-
jugate yields a real number which is the square of the magnitude of the com-
plex number. The introduction of the complex conjugate is also desirable RN
from the physical point of view. If, for example, an alternatirg current is
represented by a complex number, the power dissipated 15 4 one-ohm resistor
is one-half the product of the current and its complex conjugate.

In keeping with this suggestion one changes the definition of second
order joint moments in Eqs. (3.14) and (3.15) and in the definition of the co-
variance function in Eq. (3.13) by replacing the second factor with its
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JENE SN complex conjugate. In the case of ergodic processes C(7) is in general complex
but (0) is real. The Schwartz inequality, Eq. (3.17), becomes

b | 2 b b
J f(x)g*(x)dxi < j fix) f(x) dx f &(x) g%(x) dx
a a a

. e (11.2)
for complex functions. Finally, the definition of a gaussian process that is

ot given in Sec. 3.6 is still valid but the matrix elements a,,, and the second
order moments y;, will be complex quantities.

r 11.2 Covariance and Correlation Functions

w

] ) In the case of underwater sonar systems one usually has several trans-

. ducers, say M transducers, as in Fig. 10.1(a), whose outputs constitute an M-

E: v dimensional random process. The set of M time functions {x()(r, A)},1=1,

- 2,...,M,constitutes a single sample of the ensemble so 1t is characterized by

) a single value X of the ensemble variable. The parameter A is a member of the

; set of points A that characterizes the ensemble. Thus one is led to consider
a vector stochastic process’

A, A

: (X2 (0 N 2208, N, <o, xm (5, M) (11.3) -

with M real components. i
When one has an M-dimensional, real stochastic process whose compo-
nents are given by Eq (11.3), one can form M? real covariance functions de-

fined by
(xi{t, ) xp(e+71,2)) . (11.4)
2
It 1s convement to think of these M? quantities as the elements of an M X M E
matrix which we shall denote the covariance matrix. If the process is station- *

ary, the covanance functions depend only on 7 so one can define the correla-
tion matrix as the matrix whose elements are the correlation functions defined
by

Cu(r) =(x,(t, N X (£ +7.0) (11.5) :

— ]
"The index superscript (1) has been replaced for convenience by the index subscnpt 1. v
Thus should cause no confusion with the earlicr use of subscript for a time sample.

. c s Y e N -
v ! . N 2N - e S
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One sees readily that

G (-1) = C,(+7) . (11.6)
If; in addstion the process is ergodic, one has

+T/2
Cr(r)= hm 1 x(t, ) x(t t 7.\ dr . (11.7)
T—>o T -T/2

The limit on the right of this equation will be called the time correlation
function.

Since the components x,(¢, A) are real, the following inequality is true
for all real g,

() taxg(t+70)]2 =0 .
Upon expanding the square and taking ensemble averages one finds

@ (xpt(t+TN) + 20 (x,(6 N) xg(t+7,0))

+(x]2(t, N)Y= 0.

This inequahty must be vald for all real a so the disciminant must never be
greater than zero. Hence, one has

(e, N x(e+ 7007 < (2 N) (x 20+ T0))
(11.8)

If the process 1s stationary, the ensemble averages can be replaced with the
corrclation functions as defined by Eq. (11.5). Hence, one has

G’ (1) < Gy(0) Ci(0)

or

G < 119
TE0) Cer® (11.9)

as a fundamental inequality for the elements of the matrix (Cjx). Equation
(11.8) 1s an equa' n for ensemble averages that is the analog of Schwartz’s
inequality. Equation (11.9) contaiis Eq. (3.20) as a special case forj = k.




210 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 11.3
. 11.3 Power Spectra

3 One would like to assume that the M? correlation functions Cix(7) have
i Fourer transforms in the same sense that the correlation function C(7) of a
L4 single component process has a Fourier transform as in Eqs. (4.7) and (4.8).
3 The existence and the properties of these Fourier transforms are demonstrated
in an important paper by Cramér (1940). Cramér establishes the necessary
' and sufficient conditions for the existence of distribution functions which can
be interpreted as integrated power densities and which constitute the Fourier-
Stieltjes transform.

If these distribution functions are absolutely continuous, there exist
functions Cjx(f) which are the conventional Fourier transforms of the Cjx(7).
It is not unduly restrictive to assume that for the class of noises and signals
considered in this book there exist Fourier transforms of the correlation func-
tions so that one may always write o

)

f-‘ A Gk = J' 6jk(l‘) eti2nft gf (11.10)

i

400
@k(f)=J Cix(t) e-i2nft dt . (11.11)
Yoo

As long as one restricts the discussion to real functions x;(¢, A), the func-
tions Cjy(7) are real, and one must have

Cr(N = G . (11.12)

Since the functions Cjx(7) are real, it 1s easy to show with the aid of Eqgs.
(11.6) and (11.11) that

G = Ce*( (11.13)

and, consequently, that

G- = Cifh) - (11.14)

one component is identical with the function W(f) defined in Eq. (4.8) and
denoted the “power spectrum” of the stochastic process x;(f, ). This nota-
tion will be generalized and the functions Cjx(f) will be called the “cross power

i
The Fourier transform f‘i,(f) of the autocovariance function C,{(7) for %

m e E U U U, - -
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spectra.” The convenient notation W(f) used for processes with only one com-
ponent will be given up for the sake of uniform notation. The physical mean-
ing of the functions ('f,-k(/) sometimes puzzles the student. It is a measure of
the power that 1s common between the two stochastic series. Two physical
mterpretations will be given.

As the first example suppose that three independent, stationary noise
sources are connected with summing resistors as indicated in Fig. 11.1. Sup-
pose that each noise function ni(f) has a mean of zero and a root-mean-square
value of . Suppose further, as indicated in Fig. 11.1, that these outputs are
combined in a linear manner to give two signals e, (¢) and e,(¢) defined by

er(f) = anm () +bny(r) , &> + b7 =1,
€2(t) = an(t)"‘dn;;(l) s C2 +d?=1.

If we assume that the three sources are independent, and stationary, a
moment’s calculation shows that

(e;2(1)) = a* (ny2(8) + 2ab (ny () n (1))
+ 5% {ny (1))
= g*¢* + b*¢* = o? .

n,(t)

e,(t)=a n(t) +b njt)
n,(t)

e,(t) = c n(t) +d n,t)
n,(t)

Figure 11.1-The formation of two noise signals, ¢1(f) and ¢,(f) from
three independent noise sources.
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This sequence of steps follows since n, (£) and n,(¢) are independent and each
has a mean value of zero. Similarly one can show that {e,2(f) > = ¢°.
The crosscovariance function can be computed from the following en-
semble averages:
(e (D ex(t+7)) = ac{n{t)ny(t+7))
+ad{(n,(Hns(t+7))

+bc{ny(t)ny(t + 7))

+bd{(ny()nz(t+71))

be{n,(Dny(e+1)) .

The last equation follows from the independence of the three noise sources
n{t). The last member on the right is a function of 7 only since n,(¢) is sta-
tionary. Therefore, the function on the left is also a function of 7 only.
Hence, one obtains the crosscorrelation function

C]z(T) = (e.(t) e;(t +1)) = be sz(T) .

Thus the crosscorrelation function depends only on the nature of the noise
source n,(¢) that is common to e,(?) and e,(2).

Since |b i< 1landlc|<1,o0nehas|C;,(7) I<1Cy2(7) I<1Cy2(0) |
=02, The second step follows from Eq. (11.9) for a single noise.

The second illustration of the interpretation of cross-power density will
be given at the end of Sec. 11.4

Two important properties of the power spectral functions f}k(f) are
proved by Cramér (1940). These results will be stated for future reference
for the special case of absolutely continuous power spectra. Although the
components xg(z, A) of the M-dimensional process have been assumed real.
the power spectral functions f‘,-k(/) will be complex when j # k. Nonetheless,
Eq. (11.13) insures that the quadratic form

M
Z C‘,-k(f)z,-zk"‘ (11.15)

1.k=1

is real for all sets of complex numbers {z;}. Cramér proves that this is a non-
negative Hermite form for all values f. In the case that M = 2, this result re-
quires that

TN e - -
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SN '612(0 2 < éu(f)ézz(f) (11.16)
- forall f.
Y 11.4 The Effect of Filters on Multidimensional Processes

Suppose that each of the M time series of Eq. (11.3) 1s passed through a
filter whose impulse response is Y,(¢),i=1,2,...,M. Asmentioned in Sec.
2.2, Y,(1) = 0, <0, but it may contan a term involving 8(¢). The output of
] each filter 1s a new time series y,(¢, ) related to x,(¢, A} by, sce Eq. (2.15)

yi(t,N) = j xi(t-1,\) Y (1) dr . (1117
N O~
’ ) The evaluation of the correlation function
) Dyg(1) = {y (&, M yr(t+7,0)) (11.18)

1s given in Appendix 11.1 for the special case thut the set of functions {x,(t,{ 7\)}
are stationary 1n the wide sense. There 1t is shown that

400
3 ! . . R
: Dy (1) = J Gt Y)*(N Yi(f) eri2ni7 df (11.19)
; AR N Zoo
and
D = GO V0 i) - (11.20)

One might note for future reference that 5,,(f) is real and that

YT

Di(-n = Dy*¢) - (11.21)

We can now return to the illustration of the physical interpretation of
G«(7) by supposing that each of the filier responses 1s zero everywhere except
in two small bands of width W centered about +f,, and -f, The filter response
is assumed to be umty in these small bands. This ideal filter cannot be realized
exactly, but 1t can be approximated arbitrarily closely. It is supposed further
that W is so small that C,k(j) 1s essentially constant and equal to f,k(tfo) over
the pass-bands of the €ilters. For this ideal filter Eq. (11.19) becomes

Dy(r) = W{C(-f,) e12mlo + Eilf,) e¥i2nfor) (11.22)

TRINT
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By virtue of Eq. (11.12) one may write

Dj(7) = 2W | Ci(fo) | cos { 2nf,7 + arg Cu(fo) } - (11.23)

Alternately, one may take the Fourier transform of Eq. (11.22) to get

Dt = W Cie(£) 8 (F+ fo) + W () 8 (F- o) - (11.24)

One 1s now 1 a position to interpret the covariance function. If two noise
signals are passed through identical, ideal narrow band-pass filters, the outputs
will have a covariance function which is an undamped cosinusoid of amphtude
2 W | Gix(f,) | and phase-arg @k(fo). Alternately, this covariance function
will have an associated power spectrum which consists of two line spectra
located at tf, and having complex amplitude equal to W Cyx(2f,). These
physical interpretations of the covariance function are gven by Mermoz
(1964).

It is understood, of course, that if the situation described in the last few
paragraphs were carried out experimentally, the observed value for one trial
may deviate from the ensemble average 2 W | f}k(fo) [ . This behavior is
closely related to the conceptual experiment of passing a noise through an
extremely narrow band-pass filter. The output will resemble a sinusoidal wave
whose frequency is equal to that of the center of the pass-band. However,
neither the amplitude nor the phase of the output are deterministic.

11.5 The Danger in Omitting the Easemble Average

The reader will have noticed that i each of the examples utilized to
discuss the concept of the covanance function the ensemble average was
carried out. This is an essential feature the omussion of which can lead to
errors.  The danger arises because one often has only a single sample of the
process and cannot perform an ensemble average. The following argument
tllustrates the nature of this error.

Suppose that one has a sample of finite length of each of two members
of the multidimensional process of Eq. (11.3). One calculates the time cross-
correlation function

o0

1Cik(1) = ;— f x;7{t) xg7(t + 1) dt (11.25)

= o0

where the subscript 7 reminds the reader that only a finite sample of the data
is available. One can apply Parseval’s formula, Eq. (2.6) to the right member
to give
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+00
! - - .
k(™ = ¢ j %5100 i) ei2nfr df . (11.26)

At this point one is tempted to move the factor 1/7 inside the integral
and to define

L3170 k1) (1127)

as the cross-power density associated with the cross-correlation function
7Cjk(7). This procedure would give a formula analogous to Eq. (4.7) for a
single component when one takes the limit as T = ¢, This argument is in error
since it does not introduce the ensemble average. In order to obtain correct
results one must take the ensemble average of Eq. (11.26) and, by the same
token, define the cross-power density as the ensemble average of the expres-
sion (11.27). The reader is referred to Middleton (1960, pp. 139-141) for
further detai's.

11.6 Suggestions for Further Reading

The reader is referred to pp. 184-193 of Middieton (1960) for further
discussions of the crosscorrelation power spectra and the effect of filters.

The problem of practical computation of cross-power spectra and the
accuracy of these calculations is considered by Goodman (1957). The neces-
sary numerical tables are presented by Alexander and Vok (1963). Numerous
papers on multidimensional time series were presented at a Symposium edited
by Rosenblatt (1963).
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APPENDIX 11.1

Evaluation of Equation (11.8)

By virtue of the definition, Eq. (11.18) and Eq. (11.17), one has

Djx(7) < J xi(t-11. N) Y, (1,) dr, f xp(t+7-12,0) .
Yi(r2) dr,
=J Yj('r,)d'rlf (xi(t=11, M) xXp(t+7-72, N) ) -

Yk(T;)de . (All.l)
Now, if the set of functions {x(t, A)} are stationary in the wide sense, one has
(xj(t-71, M) X (t47-12, 0) ) = Ciy(rt7,-72) ,

so that Eq. (A11.1) becomes

(- -~

Dy () =f J Y,(Tl)Yk(Tz)C;k(T"Tl"Tz)dTl dry .
o~ 0O~
Now
+00
Ci(rtry-1,) = C’:,k(f) eti2nf(rer~12) df ,
so that
400 00
Dyx(7) =J G eriznfr dfj Y{(r,) eni2nfri dr, -
Yoo 0-
. \\ - e ~
. v - } - -

E .
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o0
f Yi(r2) et2nfra dr, .

o~

It was pointed out 2arlier that if the networks are physically realizable,
the functions Y(r) and Y,(7) vanish identically for 7 <O so the integrals may
be extended to =0 thhout changing their values. In this case they become
Fourier transforms of ¥; i*(f) and Yk(f) respectively. Hence

+00

Djy(7) = f 6}k(f) f’i*(j) }’;k(j) eM2nfr df |

-0

Finally one can take the transforms of both sides to give

D = ¥ G i) - (A112)

It 1s left as an exercise for the reader to express this equation as a matrix
equation..
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1 CHAPTER XII

Further Analyses of Three-Dimensional Arrays

12.1 Introduction

In the analyses presented in Chapter X it was assumed for simplicity
that the noise at each hydrophone is independent of the noise at the other
hydrophones. This assumption was made in order to simplify the analysis.
E - The discussion in Chapter XI prepares the reader for an extension to the im-
] portant case of noise fields which produce a correlation betveen the outputs
of the various hydrophones.

An analysis for the standard detector discussed in Sec. 10.3 has been
o - given by Rudnick (1960) for slightly different assumptions from those intro-
3 ! duced in Sec. 10.3. The major difference is that Rudnick considers the noise
2

AR R

D

signals at the hydrophones to be correlated so that he must introduce the cor-
relation matrix whose elements are given by Eq. (11.4). On the other hand,
3 he assumes that the total noise power at each hydrophone is the same. Al-
{ ‘ though the analysis in Rudnick’s paper is highly condensed, 1t 1s worth the
. effort required to read it. He carried out a detailed analysis of a three- H
dimensional array of 32 hydrophones and shows the deterioration caused by
sampling the time series and by clipping.
It seems more desirable to go on to the analysis of the circuits shown
in Figs. 10.1(d) and 10.1(e) rather than to reproduce the analysis of Rudmck.

12.2 Maximizing the Signal-to-Noise Ratio for an Array of Hydrophones

Mermoz (1964) has carried out the analysis of the filters that maximize

the signal-to-noise ratio for an additive array of M hydrophones as illustrated
: in Fig. 10.1(d) or Fig. 12.1. He shows that significant improvements may be
1 ! obtained under some conditions when allowance is made for the correlation
] between the noises at different elements. The following discussion follows
Mermoz rather closely.

It 15 not necessary to assume as before that the signals arrive as a plane
wave so that the signals received at the different hydrophones are the same
except for a displacement in time as stated in Eqgs. (10.1) and (10.2). Instead
1t will be assumed in the general analysis that a different known signal arrives
at each hydrophone. Later the analysis will be speciaiized to signals of idents-
cal shapes. The output of each hydrophone is subjected to a filter whose fre-
quency response is ¥;(f) as illustrated in Fig. 12.1.

P
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ik

nifh = st +nlt)  — ()

e

1
X (1) = 5,(t) #n,(t) o 92(”

w4 (1) 47 (1)

W =5, + 00— Y(F)

Figure 12.1-A set of matched filters for a three-dimensional array of M hydrophones.

It is assumed that in the absence of noise the output of the summer is

M (L]
G =Z f Yi7) s(t-1) dr (12.1)
=1 o-

while in the absence of the signal the output is
M 0
N(r) =Z f Yi(7) ni(t-r) dr . (129

=1 o-

Since the system is linear, the output m general is §(r) +3 (¢) which is the
function y(f) of Fig. 10.i(d). One is in a position now to formulate explicitly
the problem that will be solved. As in Sec. 7.2, let S be the maximum value
of 18(¢) | considered as a function of time and let /\[\2 be the mean square i
value of T(f). What are the properties of the M filters Y;(f) that will yield the '
maximum value of S/N?
The quantity N? can be computed readily by processes which are by

now thoroughly familiar to the reader. One has

M 00 oo

M
N? = (?‘(2(,))= Z Z J f n/‘(t—Tl)nk(t‘Tg)

j=1 k=1 o- "o~

\ A
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Y/("l) Yi(r2)dr, dry

It is assumed that the order of the ensenible average and of the summation
and integration can be interchanged to give

M M o
N =ZZ f j (nt=1) mg(t=r2) ) YA1,) Y(r2) dr, drs.
j=1 k=1 0o- o-

If the noise process detected by the M hydrophones is stationary, one can
utilize Eq. (11.5) to wnite

M M o0 o0
N =ZZ J j Cr(ry=12) Yjm) Ya(r2) dry dry .(123)
/=1 k=1 o- o-

12.3 A Digression on the Properties of the Noise Output

Equation (12.3) is of sufficient interest to justify a few cornments be-
fore continuing the analysis. The quantity on the left is positive by definition
so the quantity on the night must be positive for a large class of functions
Yi(7). This imposes a serious restriction on the set of functions | Cjz(7) | that
form the correlation matrix. It will be remembered that two conditions were
imposed on the functions Y, () in order that the filters be physically realizable.
The first of these was that Real Y,{f) be an even function of f while /m Y,(j)
be an odd function of f. This condition is fundamental, because if it were not
satisfied, the output of the filter would not necessarily be real when the out-
put is real.

The second condition that was placed on the functions f’,(f) in order
that the filters be physically realizable is less restrictive in that it can be
weakened for the present purpose. This condition is that the Fourier trans-
form, Y/(7), of Y{f) (G = 1, 2,..., M) must be identically zero for r < 0.
This condition is necessary for filters operating i “real” time in order to
have a logical sequence of cause and effect. If Y;(7) were nonzero for a nega-
tive value of 7, an output signal would result before the input is applied.
However, there are many situations in which one does not filter in real time.
For example, if the data have been recorded completely before the filtering
operation 1s carried out, there 1s no reason why Y;(7) should vanish for nega-
tive 7. In this case one may extend the lower limits of the integrals to -e.

Hence, one has the following important conclusion. A set of M? real
functions {C,k(r)}, J, k=1,2,..., M, can serve as a correlation matrix only
if the quantities
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L; M M 400 400

- Z Z f J- Cilri~12) Y)(1y) Yi(74) dry dry

7=t k=1 %o Zoo

¥4 are nonnegative for all functions Y,(r) whuch have Fourier transforms and for
which

YA-1) = Y,*(r) . (12.4)

The symmetry of this result would have been more striking 1if one had con-
sidered complex noises so that Cjx(r,-7,) were a complex function
It is possible to rearrange Eq. (12.3) so as to determine the power
3 spectrum associated with the noise Tt#). The order of the integrations in Eq.
(12.3) may be changed to give
3 v M M &~
: ’ N? =,Y—‘ T Y, (7)) Yie(r2) Cplry=12) dry | d7y .

e e
. 751 k=1 - )~

(12.5)

The quantity 1n square brackets 1s the convolution of Cjz(+)and Y;(+). The
integral can be extended formally to -o if one wishes, since for the class of
realizable filters being considered, Y, (7,) vanshes for negative 7,. By virtue
of formula number (3) of Appendix 2.1, one has

T
2 - oo
b »n X A
3 J‘ Yi(i2) Cplry-12)dr, = f G\ YN eri2ninadf .
' 0- Zoo
(12.6)

t Hence, after the order of integration 1s sgain changed, one has

M M $oo £o

v =Z Z J Calh T j Y)(r)etninudry | df
' 171 A=l Yoo 0-

The term in the square brackets 1s the complex conjugate of f’,(f). so one has

+00 M M

Ve = f D) T | ar (127)

Yoo 1=1 k=1

Equation (11.13) shows that when the terms of the double sum are
grouped 1 pairs

o A T
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. Gix\) Yj* () Yr() + G, () Y * D Y,
the sum is real. There remains only the proof that the double summation in
¥ ad Eq. (12.7) is nonnegative before one can conclude that
g M M
: Py = E E Er) 120 T (128)
=1 k=

is the power densitv of the noise JU(¢). It was remarked immediately after Eq.

(11.15) that the proof of this assertion is given by Cramér (1940). Alternately,

one may use Eqs. (11.15)—(11.18) to make a direct calculation of the power

. spectrum of the output of the summer. This calculation leads directly to the

- result_that Py (f) is the power density of TU(#) and, hence, to the conclusion
! that Py.(f) is nonnegative.

. 1t should be remembered that the results of this section are valid for

- any set of filters whether or nct the filter responses maximize the output

signal-to-noise ratio.

i .wwmmkum o

12.4 The Filters that Maximize the Signal-to-Noise Ratio

3 The analysis developed in the following section is based on a paper by
] ! Mermoz, and it represents a generalization to M dimensions of the procedure
L e followed in Section 7.6. In the solution to the one dimensional problem, the
optimum fiiter described by Eq. (7.4) contained a factor exp(-2nfT) which
corresponds to a time delay in the input signal of amount T’ Since I nay be
£ negative, one is at liberty to select an arbitrary time z,, and ask what filter
: yields a maximum value for 15(¢,)/N. One may rest assured that this is not a
restriction, since if the output were larger at another time ¢, the arbitrary time
delay T contained in the signal would have shifted the larger output from ¢’
3 to t,. Further, if the response of each filter in Fig. 12.1 were changed by a
3 common real factor, there would be no change in the ratio | S(¢,)!/N Hence,
1 ‘ one may formulate the optimization problem by seeking those filters which
g minimize N subject to the condition that S(#,) remain constant. This latter
E { condition is essential for otherwise Y, =0 would be the solution of the mini-
3 ' mization problem
Consequently, one secks a set of functions {Y{(7)}, 0- < 7 <, ;=
) 1, 2,..., M, such thai

oc 0O

A M
V‘-\
Nt = 5_‘ 1[‘ 7” Ci(ry-12) Yi(7,) Yi(72) dry dr,y (12.9)
sl - b

is a minirum subject to the condition that

an
T

YA
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M fa -]
S(tp) = Z [ Y{(7) s{to~r) dr (12.10)
=1 0-
is constant.

I+ is evident that the notation and, hence, the manipulations can be
simplified by introducing matrices. Let s, Y and Z denote one column ma-
trices defined by

31\ Y, Z,
S2 Y, Z,

a=| " LY=" | 29" |, (12.11)
M Yy Zy,

let

Cu Cp, Cim
C C. R &

B (12.12)
Cy Cya ... Cum

be the matrix of the correlation functions. The problem will be rephrased in
this simpler notation. One seeks a matrix Y such that

o0

N?' = J. J ‘g(n)@(ﬁ—rz)‘y(fz)dﬁ d72 (12]3)

0- 0-

is a mimmum subject to the condition that

8(t5) =J U(1)a (tp-1) dr (12.14)
0-

1S constant.,
If one has a solution Y(7) of this problem, it is evident that a small per-
turhation of the solution of the form

Yy » W) + adr), (12.15)

e Aty g — 1
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R where a is a scalar quantity, must not change the value of N2. Of course, the
: new matrix Z(+) is subject to the restriction that
- o
[ Z (Nalto-r)dr=0 . (12.16)
4
0-

This equation asserts, in a manner of speaking, that the matrix functions s(fy-7)
and 2(r) are orthogonal.
If one substitutes Eq. (12.15) in.o Eq. (12.13) and evaluates the

T v R e e e et e e

condition
an? =0,
da a=0
. which is a necessary condition if N? has a minimum, one finds that the
3 , equation
o0 oo
l' f [?](71)@(71-”’2)2(72) + Z(r))Ary-12)¥(r2)) dry dry = 0
-0~
(12.17)
must be satisfied.
1 The second term in the integrand of Eq. (12.17) 1s a 1X1 matrix and is,
o therefore, equal to its own transpose. Further, the transpose of a matrix prod-
- uct 1s the product of the transposes written in reverse order. Hence one has
. ~ ./\_/ ~ ~
) A1y KA1y =12)Y(12) =201 )A73-12)Y(72) = Y(7 )11 -12)A(1y) -
One can make the interchange of the integration variables r,_and 7, without
o changirg the value of the mtegral. This change leads to ((7,-7,) for the
3 central factor, but by virtue of Eq. (11.6) one has
] ¢ Cry-11) = C(ry~ry) - (12.18)
One sees that the integral of the second term in Eq. (12.17) 1s the same as the
integral of the first term.
Hence, the necessary condition on Y and Z is
o0 00
J f ﬂ(f| )Q’(Tl—Tz)fZ(Tz)dTl dT: =0 . (12.19)
0- 0-
3
¢ 5 . " T
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This equation can be made formally more simple by introducing a new matrix
function A(72) defined by

s -]

ci‘("'2) =J (-i;(Tx)G(Tr‘Tz)dTl 8 (12.20)
0~
so that Eq. (12.19) becomes
f Ury)3(r2) dry = 0 . (12.21)
0-

At the same time one has the condition, Eq. (12.16)

o0

f Hi)alty-1)dr=0 . (12.16)
0-

These two equations are consistent when one assumes
A(r) = Ka(t,-7) . (12.22)

The reader should notice the similarity between Eqs. (12.14) and
(12.12) on the one hand, and Eq.(7.11) on the other. The presence of a noisc
matrix has led one to replace the matrix of filter responses ¥(+ ) by a new matrix
2X(*) but the elements of the new matrix are proportional to s;() with the time
scale reversed. This same behavic: was found in the one dimensional case.

A solution of Eq. (12.16) can be obtained as follows. Since 1t has been
assumed that the wave forms s,(+) are known, one can select two times 7,
and 75, such that 7 # 7p, 5(fo~7,) # 0, and s(t,-15)F0,i=1,2, ..., Mbut
which are otherwise arbitrary. The functions Z,(7) which are the elements of
Zwill be defined as

8(1-15) _ 8(7-1p)

2 = s(to=Ta) s(to=Tp)

(12.23)

It 1s readily seen that these functions satisfy Eq. (12.16). When they are sub-
stituted 1nto Eq. (12.21), one finds that this equation 1s satisfied too when
A(7) 1s defined by Eq. (12.22). Unfortunately, the goal of the analysis is not
the matrix \(7) but the matrix Y(r)

When the matrix X(r) 1s ehiminated from Eqs. (12.20) and (12.22), one
obtains the following integral equation for the unknown Y(7),

.
* . C‘“‘\ - et N
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oo

J Yr)C(ryr2) dr, = Kilto=rs) . (12.24)
0-

Now, the elements of Y(r,) are the impulsive responses of realizable filters so
the lower limut of the integration can be extended to - without changing the
value of the integral. Since the resulting integral 1s a convolution, one realizes
that the integral equation can be changed to an algebraic equation by taking
the Founer transform of the equation. First, however, it is convenient to take
the transpose of the equation and make use of Eq. (12.18). This gives

o0

J Clr2=11)Y(71) dry =K a(tp-72) , (12.25)
0_

the resulting Founer transform of which 1s
é(f){g(f) = K e12nfto 3(-f)
= K e12nfto 3 *(f) . (12.26)

These new matrices are defined by setting their elements equal to the Founer
transforms of the elements of the corresponding matrices with time arguments.
An obvious check on this analysis 15 to note that in the case M = |, Eq. (12.26)
reduces to Eq. (7.4) as 1t should.

As in the one-dimensional case, one is led to an arbitrary constant K in
the filter responses. This means of course that one can increase the gain with-
out limit and thereby increase the output siynal to any desired value. Need-
less to say, however, the noise 1s amplified equally so there is no change in the
signzl-to-noise ratio. This pont can be illustrated more formally as follows.

Let k be the maximum value of the signal, 1.e., from Eq. (12.14)

o0

k=3(t) =f ?3(1'2)&(’0"12)(17'1. (12.27)
-

Multiply this equation by K and utilize Eq. (12.25) to give

oo o0

kK =f f Y(ry) Clra-11) Y(ry) dr, dra
0- 0-
. < \ T \K.¢: N
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When the simple change of variables (7, , 72) = (72, 7, ) is introduced, the right
member becomes N? by virtue of Eq. (12.13). By definition k is the maxi-
mum value of the signal so

CANY TRy !
(N)Max -k -k (12.28) :

as stated above. i
Although the complete solution of our problem is implicit in Eq. (12.26), :

‘ R it is desirable to solve this set of equations explicitly for Y(y). If the matrix

1 C(f) has a nonvanishing determinant A(f), there exists an inverse matrix whose

: transpose is

éfm\,-an =<£’j&mﬂ) (12.29)

L - where M, (f) 1s the cofactor of the elesment (7,k) n the determinant A(Y).
: If one foregoes the matrix notation, the solution of Eq. (12.26) may be
1 written

-

M

2 i2nft ~

Tt = K E Muh 540 - (12.30)
=1

This completes the formal solution for the design of the M filters when the
shape of the signal and the noise matrix are known. It is left as an exercise
3 for the reader to show that these filters satisfy the important conditions
v Y- =Yi* (N, k=1,2,... .M.

: 1t has already been assumed that A(f) does not vanish for real f. Since
A() = A(f), one concludes from Eq. (12.30) that A(f) must not vanish for
any complex value of f because otherwise the filter would yield an output
befuie the input is applied.

12.5 Special Properties of the Output of the Optimum Filters

If one prefers to express Eq. (12.30) in matrix form, then as seen from
Eq. (12.27), it is better to express the transpose of Y(f). Hence, using Eq.
(12.29), one finds

5 = NG
‘}m = Ke-lzﬂffo a*(f) e(f)—l . (12.31)

Suppose now that this equation is multiplied on the right by the matrix

LN T
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g(f)eﬁanto

and the resulting equation 1s .ntegrated with respect to f from —o to +o°. The
integral on the left is the matrix form of Eq. (12.10) so one has

400

O~
3to) = K j 2N Wi dr . (12.32)
The left member of this equation has already been defined in Eq. (12.27)

as k and Eq. (12.28) shows that k/K 15 equal .3 (S/NV)?. Hence, one has the
following compact form for the signal-to-noise ratio for the optimum detector.

400

s\? .
(/—V—) -J Dar, (12.33)

Max

b g

"—00

where

N I~ 3
DY =3* WY1 . (12.34) 3

The function D(f) has an interesting and suggestive relationship to the
spectrum of the output & (f) when the mputs to the optimum filters are the
signals alone. Since &(¢) is the sum of the outputs of the individual filters,
the Fourier transform of the output 1s the sum of the Fourer transforms of
the outputs of the indiwvidual filters. Hence,

S» =93 .
but, by Eq. (12.31), one has

~ (-\/

M) = Ke2nfto 3% C(Y' 30 .
Introducing Eq. (12.34), one finds

$(¢) = Ket2nfto DY) . (12.35)
One notices that in the special case K = 1, ¢, = 0, the spectrum of the output
is D(f).

It has just been shown that when the set of M filter responses Y(7) has
been designed to yield a maximum signal-to-noise ratio, the spectrum of the

output when signals alone are present is related to the function D(f) by Eq.
(12.35). It will now be shown that when noise only is present at the inputs,

. ‘ \ T Wt
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the spectrum of the output is proportional to D(f). Further “K =1 and t, = 0,
the spectrum of the output when signals alone are present 1s identical to the
spectrum of the output when noise only 15 present at the output. The result
was encountered in the case of one channel, Sec. 7.4, and the explanation
offered there is still applicable.

It was shown in Eq. (12.8) and the following discussion that when cor-
related no: e nputs are applied to a set of M filters the sum of the M outputs
has a power i’z(j) which may be expressed in matrix notation as

P = 5203 (12.36)

Although this result is valid for any filter responses, the immediate interest 1s
n the set of filter responses given by Eq. (12.31). When Eq. (12.31) is sub-
stituted nto Eq. (12.36), one finds

Pu) = K30 & e s |

Now (¢ is the identity matrix and may be omitted. Further, Py 1s real so
one may take the complex conjugate without changing the value. Thus

- £~
Py(h = KX5*(HCNT'3N
or, using Eq. (12.34),

Py(n = K2 DY) (12.37)

as stated above.

One is now 1n a position to discuss the magnitude and sign of the out-
put 8(zo) when the mput is signal alone. From Eq. (12.35) one can show
readdy that .

400 400
NGRS J S(f) eti2nft Jf = K I b(f) et2nfli-1o) df, (12.38)
and
400
8tp) = K J' Dy df . (12.39)

Now D(f) is a nonnegative function so the sign of 8(¢,) is the same as that of
K which may be censidered positive without loss of generality, 1f one takes
the absolute value of Eq. (12.38), ¢ .¢ has

3
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400

. |5(z)|<1<f ID() ldf=K J D df=8(z,) - (12.40)

-0

2 The second step is valid since D(f) is nonnegative as shown by Eq. (12.37).
One sees that there is no value of the time for which 8 (¢) is larger in magnitude
than 8(t,). Further §(¢) is symmetric abou the point 7 = t, since D(f) is an
even function of f. This symmetry property is also true in the case of a single
channel.

Equation (12.29) and many that follow it have a factor A(f) in the de-
nominator. This was justified by the assumption that A(f) does not vanish,
but it would be wise to inquire more closely into the validity of this assump-
tion. There are two situations of interest which lead to the vanishing of the
determinant A(f). Fiist, if the noise at the output of any single hydrophone,
- say the jth hydrophone, vanishes, then C; ik(f) = 0 for all values of k and A(f)
3 ! = 0. In this case one would use the jth hydrophone alone in the detection
E\\“" - process. Secondly, if th2 noise at two different hydrophones, say the jth and
> | the kth hydrophones, differ only in amplitude and a constant time displace-
2 R ment, then C,,(f) = constant x Cij(f) for all values of / and the determinant
vanishes. These conditions arc rather artificial and it seems better to con-
sider the singular case A(f) = 0 as an approximation to exceptionally quiet
conditions. This point will be returned to later.

o

i
j

12.6 Special Cases for the Input Signals and Noise

In the preceding sections the general problem of designing a set of
matched filters for M hydrophones was considered. The solution to the prob-
lem of designing these filters to maximize signal-to-noise ratio was given in
Eqgs. (12.30) or (12.31) in the form of a complex frequency response for each
filter. Further insight into the properties of this solution can be obtained by
restricting the generality of the problem.

For the first illustration suppose that the M input noises n,(#) (sees Fig.
12.1) are independent of each other so that the correlation functions Cyx(*)
vanish unlessj = k. In this case the set of Eqgs. (12.36) becomes a simple set of
M equations each of which contains cnly one unknown, and the desired filter
responses can be written down immediately. They are

K e‘iznfto gk*(f)

Yr(h) =
, (1))

(12.41)

Of course this result could have been obtained equally well from Eq. (12.30).
If the determinant A(f) has nonvanishing elements only on the main diagonal,

. A Ve A% l —_—
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"' the cofactors M (f) vanish unlessj = k. If j = k, My (f) is simply AWICrr (.
4 Thus in the case of independent noise inputs each filter is designed as thongh
- there was only one channel present.
When the input noises are uncorrelated and the filters are designed by
E Eq. (12.41), the signal-to-noise ratio given by Eq. (12.33) becomes
’ M +00
2 5 2
; . (%) = E j S P df (12.42)
1 k=1 <oo Cr (N

If it be further assumed that the noise spectra are constant and each equal to :
W, over the frequency band of the signal, one has the simpler formula

M 400
i SY . _I_Z J ISe(N 12 dF . (12.43)
N Woim1 Yoo !

“ The sum over k yields the total energy in all the signals, while the fartor W,
is a constant that does not change with M. The improvement that is obuained
while the number of hydrophones is increased is apparent.

Suppose that the generality of the noise processes is restored but that
restrictions on the M signals s3(¢) are introduced. In the case that is of most !
interest the M hydrophones will detect the arrival of a plane wave. If each
i hydrophone is omnidirectional, one can say that, to a first approximation,

each signal sg(¢) 1s identical to all other signals except for a translation in time.
Actually, the signal received at any hydrophone will be distorted by the waves
diffracted from nearby objects including the M.1 other hydrophones. One
may argue either that such distortion is negligible or that it can be removed
by suitable inverse filters. In any case it will be assumed that the signals sz ()
received by the hydrophones have identical wave shapes but are translated in
time because of the differences in the travel paths from the source. In accord-
ance with the techniques of beam forming, an all-pass tiine delay network is
added to each input so that all of the wave forms are brought nto coincidence.
. These beam-forming techniques enable one to assume

0 i

A IR 085

i) =s() ,71=12,...,. M (12.44)

In this casc one may express the filter responses given by Eq. (12.30) as the
product of the two factors

Ke—iZﬂf[o §*(f) (12.45)

and

* { e i - B el - -




S utd

T R AT -

= - e \ g, S
232 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 12.6
M
o 1
S e M; . 12.46
) = 55 | M) (1246)
=1

The first factor is independent of the noise and depends only on the signal
s(t) whose detection is sought and the two arbitrary constants K, #,. This is
the response of an optimum filter for a single channel when the background
noise has uniform density.

The second factor fx(f) depends on the noise and not on the signal X¥).
However, it should be remembered that the correlation coefficients Cjx(*)
which are the elements of the determinant A(f) and the cofactors M;x(f) must
be calculated from the outputs of the all-pass delay lines rather than from the
outputs of the hydrophones. It might be noted that if the M noise components
are mutually uncorrelated before they enter the delay networks, the noise
components will still be uncorrelated at the outputs. The introduction of the
all-pass delay lines will not introduce a correlation.

The summation over j in Eq. (12.46) 1s equal to the value of the M X M
determinant which can be obtained from A(f) by replacing all the elements in
the jth column by one. The effect of the filters px(f) is to whiten and balance
the noise components so that one can process the output of the summer with
the single filter, Eq. (12.45), which is suitable for white noise.

The separation of the filter given by Egs. (12.45) and (12.46) may be
used to rearrange the circuit of Fig. 12.1 to that shown in Fig. 12.2. Mermoz
(1964) designates that part of the circuit enclosed by dashed lines as the
proper filter of the array. He also defines the gain of this proper filter and
demonstrates that i1t has many interesting properties.

It has been suggested occasionally in the literature that the following
design procedure 1s adequate when the M signals s () are identical in shape.
After the beam shape is formed by introducing suitable time delays in each
channel, one can form a linear sum of the M channels and pass this sum through
a matched filter designed for the signal’s wave shape. One can now specify
the circumstances under which this procedure is acceptable. It is evident that
the 1dentity of the signal wave shapes s not sufficient since Eq. (12.46) te-
quires a different filter for each channel. The further assumption of uncorre-
lated noise components 1s not sufficient since in this case although the func-
tions pg(/) defined in Eq. (12.46) reduce to [Cxix(N]™ as in Eq. (12.41),
they still may differ from channel to channel. It is only when the M noise
components are mutually independent and have 1dentical power spectra, i.e.,
Cex(D = Wo(D, k =1,2,3,. . M, that one can justifiably sum the outputs
of the M delay lines and introduce a single matched filter. It is evident that
this procedure will give optimum performance only under highly specialized
conditions.
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12.7 The Likelihood-Ratio Receiver !

. A The receiver shown in block diagram in Fig. 10.1(e) is commonly re-
1 ferred to as a likelihvod-ratio receiver, but so far as the writer 1s aware, no one
has attempted to construct an operational receiver of this kind. An extensive
analysis of the theory of this detector has been presented by Bryn (1962) to
which the reader is referred. The analytic approach followed by Bryn illus-
trates many of the concepts developed in the present work. First, he selects a
finite time sample of the data and represents it as a Fourier series as n Eq.
(4.27).. Next, he utilizes the assumption set forth just before Eq. (4.35),
. namely, that the Fourier coefficients of each senes are independent gaussian
3 random variables. Finally, Bryn assumes that the noise spectra have a finite -
bandwidth so that the number of Fourier coefficients required is finite. In this
manner it 1s argued that the sample of data can be characterized by a finite
number of gaussian variables and that the probability density of each sample
; ' may be wrnitten in the form of Eq. (3.29). Actually, as Bryn points out, a cor-
b related gaussian probabuility density 1s applicable to the Fourier coefficients at
S any one frequency component, and the joint probability density for all com-
4 _ ponents 1s the product of the probability densities for each frequency .,

Bryn writes the likelihood ratio as in Eq. (8.28) with p = ¢ = 1/2, and
the probability densities of the message with and without noise are obtained
as in Eqgs. (8.31) and (8.32). The expression for the likelihood ratio is ex-
panded 1n a power series in terms of the signal components to terms of the

! second order as required for incoherent detection. This extremely bref out-
line indicates the general approach used by Bryn to determine the structure of
the filters shown as boxes in Fig. 10.1(e).

It is of interest to note that the final design contains a filter whose am-

plitude response is

{%%}% , (12.47)

where § (f) and ] (f) are the power spectra of the signal and the noise, respec-
tively. This formula 1s of interest since it has a close resemblance to Eq. (7.4)
which was derived for the case of a signal of known shape. The important dif-
ference 1s that in Eq. (7.4) the phase structure of the known signal 15 utilized
in the detection process whereas in the present case the signal is noise and no
phase structure is available.

Bryn carries through the calculation of array gain for a linear array of
five hydrophones and a three-dimensional array of eight hydrophones. It
turns out that the detection process shows significant improvement over the
standard detector, Fig. 10.1(4), only when “\ > linear dimensions of the ;
array.” The reason offered for this improvement 1s that “at low frequencies ;
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the directivity pattern is superdirective.” It will be argued below in Sec. 14.2
that the gain of a superdirective array is achieved only for distant noise sources
and that the gain may not be achieved when the noise source is only a few
wavelengths from the array.

In conclusion one can say that the results of Bryn’s analysis suggest that
the performance of the likelihood-ratio receiver does not justify the complexity
of its design and construction.

SETEERTs

12.8 Suggestions for Further Reading

Although the paper by Mermoz (1964) has been summarized in some de-

tail, there remains much more material in his paper that is well worth reading.

The papers by Rudnick (1960) and Bryn (1962) are highly condensed but

they will repay the reader the large amount of work necessary to read them

carefully. Shor (1966) has analyzed a variation of Mermoz’s method that re-

quires the computation of a smailer number of correlation coefficients. The

\ paper contains an example of the design of an array of 23 hydrophones. The

problem of the optimum receiver structure for an acoustic array has been

: considered from a vicwpoint more fundamental than that of the present dis-
cussion by Middleton and Groginsky (1965).

) In the analyses presented in Chapters X and XII it is assumed in every
}‘ case that the noise is gaussian. Middleton (1962, 1964) has extended the
analysis of a few deiectors to include a mixture of gaussian noise and non-
gaussian noise due to impulses. He develops formulas to show the degradation
of performance resulting from the non-gaussian noise.

The reader should not neglect the papers that describe experimental
embodiments of the theor.es such as Anderson (1960) and Allen and Wester-
field (1964). Anderson (1958) has discussed the response of three-dimensional
arrays sirmlar to those considered by Rudnick and Bryn.
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CHAPTER XIII

The Likelihood Ratio and the Likelihvod Function

13.1 The Comparison of Different Detection Systems

Analyses of several detection systems have been presented in Chapters
VI, X, and XII. The reader probably has experienced a sense of dissatisfaction
since a umform: set of hypotheses regarding the nature of the signal and noise
and a uniform critenon of performance were not maintained throughout the
analyses. Part of this difficulty is real, since the analyses become more compli-
cated as the statistical assumptions become more realistic. On the other hand,
the underlying hypotheses regarding the statistics ot the noise and signal were
sometimes changed so that each of the analyses would be relatively simple.
This variability of hypotheses is desirable from a pedagogic point of view
since it puts the physical concepts izst¢ better view by minimizing the analytic
complications.

If one seeks to reorsanize the analyses of the different systems into a
common framework, *iie generalized likelihood ratio! defined in Eqs (7.47)
or (8.28) furmshes the best standpoint from which to couipare tiie different
systems. The advantages of this powt of view have already been iiusiiated
It was shown in Sec. 7.11 that under specialized assumptions regarding the
statistics of signal and noise the system which maximizes the signal-to-noise
ratio also maximizes the likelibood ratio. Simularly, in Sec. 8 4 it was shown
that under certain assumptions the standard detector of Fig. 10.1(a) (for the
case of one channel) maximizes the likelihood ratio.

These comments suggest the following generalizations for receivers de-
signed to make a decision between the two hypotheses Ho and H,. Fer each
set of assumptions regarding the nature of the signal and noise there 15 a re-
ceiver which 1s optimum. Conversely, for each receiver there is a set of assump-
tions regarding the signal and noise for which this receiver is optimum. These
statements are not precise enough as they stand to admit of proof and so they
are offered as guides to one’s thusking ruther than as mathematical theorems.
However, if one follows the spini of the Bayes system and establishes an

average risk as in Eq. (8.8), 1t should be possible to establish the truth or false-

ness of these proposed theorems.

'}t 1s assumed that when there 15 noa prion information regarding the preseuce of a vg-
nal, one sets p = ¢ = % In this case the generalized hikelthood ratio reduces to the more

speciahzed definition of Lg. (7.46).
236

[SRPUPEE R

§
&
k!

thoe

Pt m.mmwwmqmlw%%%; : o id%‘!ﬂ?* (o)

T

[T e




ek i S i

CoT T TS TR e s e e T T A ARSI e e et X R T A i

A

SEC 132  THE LIKELIHOOD RATIO AND 1HE LIKELIHOOD FUNCTION 237

As an example of one aspect of these rules, consider the case of a signal
obscured with additive gaussian noise. If one knows the shape and the phase
of the signal, then the optimum receiver will be the matched filter of Fig.
10.1(d). On the other hand, if the signal is a gaussian noise, one will use the
standard detector of Fig. 10.1(a).

The concept of generalized likelithood ratio does not provide a complete
theory of signal detection since it does not provide a value of the threshold,
L9, to be used in the decision process. The receiver operating curves described
n Sec. 7.10 provide a graphic way of visualizing the performance of the re-
cewver and they enable one to understand better the effect of the choice of a
threshold value, €5, on the performance of the receiver. The value of the
Bayes systems described 1n Sec. 8.2 is that they show how one can evaluate
objectively the problem of selecting the threshold value. Unfortunately, the
cost function C(§ 1_;) that was ntroduced in the development of the Bayes
system cannot be determined objectively.

It seems likely that the Bayes system provides the cumplete solution to
the problem of signal detection, and that the difficulty of determining the cost
function reflects the difficulty of assessing the best military tactics in a given
situation. This means that the concept of cost functions must be supplemented
by a consideration of the military situation. In other words, the tactical,
mubtary situation in which the equipment will be operated must be simulated
in order to assess objectively the usefulness of a cost function. It 1s a common
procedure to determine ROC curves experimentally by .ntroducing known
noise and signals into the receiver. Consejuently, the :nclusion of the tactical
situatron and the cost function is a natural extension of the empirical tests of
performance now used. Until experimental data of this type are available it
will be necessary to use one’s judgement in selecting the cost functions. Of
all the statistical quantities discussed so far the probability of false alarm 1s
2lated most closely to a military requirement that can be assessed objectively.
For example, if a ship has a patrol assignment that lasts, say, five weeks, there
1s a limit to the number o target indications that can be investigated without
exhausting the ships’ supplies and thereby aborting the mission. This in turn
places a limit on the number of false alarms investigated and, hence, on the
lower value of the threshold that can be used.

13.2 The Extraction of Signal Parameters in a Noise Background

The theory developed so far has been concerned primanly with signal
detection. As soon as the energy in the signal is large enough so that the
probability of succzssful detection 1s large, the operator will want to measure
some of the characteristics of the signal such as bearing and, in the case of
active sonar, range and doppler. In more sophisticated systems the designer
will try to provide some form of classification. In the case of passive listening
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238 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 13.2 $

it 1s sometimes possible to make some classification of the source on the dasis
of spectral properties of the received noise. In the case of active systems one
may be able to infer propertics of the target from the shape of the returned
echo. For example, as mentioned earlier, the finite length of the target will .
elongate the eche and distributed points of strong reflection may produce a

characteristic modulation of the envelope of the echo. The present discussion

will be restricted to a brief indication of the theory on which the extraction

of sigital parameters is based.

Let us follow the notation of Eq. (8.1) and write

1 . V=N+3() 13.1)
where the functional dependence of Sonaset of parameters 3(= 0,,65,...,
4 0k) is made exphcit. In order to simplify the discussion suppose that § has
.- only one component 0 and that an estimate of the “best” value of 8 is sought.
; [ The English mathematician, R. A. Fisher, introduced the method of maximum :
) tikelihood (see Cramér, 1946, Chap. 33) as a general approach to this problem. i
E‘—-” ) In brief, for each possible value of the parameter § the probability of obtain-

ing the observed value 7(= Vi, Va, ..., Vp)iscalculated. This probability
density is called the likelinood function of the sample and will be denoted
L(V 19). For a given sample 7 of the message L(+) is defined as a function of
the parameter . The method of maximum likelihood asserts that the “best”
value of 8 is that value whi.ch maximizes L(V 19) or, equivalently, In L(V 19).
Thus one uses the equation

N RO
i =
1 a—olnL(V 16)=0 (13.2)
to define 8 as an implicit function of 7. 1If this equation has a solution 8 =
3 constant, this solution will be ignored and only the solution
: 8= 0.(V (13.3) ,

‘ which depends on the message V will be accepted. This value is called the
maximum likelihood estimate, 8., of 0.

If prior knowledge of the probability density of 8 is available, the func-
tion L( v 18) should be multiplied by this probability density before the maxi-
mization 1s carried out. More commonly it is assumed that the random pa-
rameter, say range, bearing, or doppler shift, is restricted t0 a range of values
and that the probabihity density of the parameter is constant in this range.

The estimate, 0,(7), of § defined in Eq. (13.3) is a random variable
since it is defined as a function of the random variable V. Therefore it has an
expected value and a standard deviation defined by
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(6e)=E {8 (P)} (13.4)
and
0 (0,) = E{[8e~0,1% (14.5)

Theorems regarding the existence of a solution 0e(7) of Eq. (13.2), and the
properties of 6, and 0%(6,) are given by Cramér (1946, Chapters 32 and 33)
to whom the reader is referred. The present discussion 1s based on the assump-
tion that Egs. (13.2) and (13.3) provide a practical solution to the problem of
parameter estimation.

Asan example of this method suppose that the distance to a fixed target
is obtained by measuring the two-way travel time 8 of an acoustic pulse, and
the distance J will be calculated from the formula d = 8/2¢. A set of M values
0y, 0,,..., 0y are observed but they are not necessarily the same because
of small random variations in the medium and the equipment. If the causes
of these variations arc small but numerous, one may assume with some justi-
fication that each observation ; is governed by a gaussian probability density;
ie.,

o1 B PP
P9y = N exp[—zo2 0;-0)°] . (13.6)

where @ is the “true’ value of the travel time. If, further, the M observations
are spaced in time so that they are a!' independent variables, the probability
density for the set of values (8,,0,,. ., 8x) s the product of the M proba-
bility densities like Eq. (13.6). In this case the likelihood function becomes

M
1 1 Z :
S e EXpP|-— -0)2
L(0,,0,,...,9m 10) (GnM73 M p 307 ©,-9*. 3.7
=1

A brief calculation shows that Eq. (13.2) becomes

,
}_w.--o) =0, (13.8)
1=1

and the maximuya likelihood estimates, Eq. (13.3) is

8 =0,(0, = ;—,Z 8 . (139)
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240 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 13.3

In this simple case the best estimate is the arithmetic mean as one would
expect.

13.3 The Determination of the Amplitude
of a Coherent Signal Obscured by Noise

Let us return to the example discussed in Sec. 7.11 and assume that the
signal vector S is known except for a common factor. Thus it 1s assumed that

Sy = apsy . n=1,2,....M, (13.10)

where the s,, are known but a, is a random variable whose probability is un-
known. When this signal is obscured by the gaussian noise described in Eq.
(7.62), the conditional probability of obtaining the message Vis

| apn 1 .

- la 1

LUV la)) = By enp| -3 E amn (Vn=to sm) (Vo 5n)
m,n=1

(13.11)

This 1s the likelihood function introduced by Fisher, and the optimum choice
of a, 1s that value which maximizes L(V ia,) for the given message 7. The
maxymization can be obtained more easily by the equivalent process of maxi-
mzing In L( % lay). A brief calculation shows that the equation

din L(V lap)l [ 0a, = 0 (13.12)

yields

* = 24mn Vi Sn

a, (13.13)

Zamn Sm Sn

where the summations extend from 1 to M on both indices. The astensk is
added to show that this is the estimated value and not necessarily the correct
value, 4, -

The estimated value, a,*, of a, provided by Eq. (13.13) is a function
ap*( 7) of th: message V, and, consequently, a,* 15 a random variable. An
estimate of this kind is said to be unbiased when the expected value E3 [a,
{a,*! averaged over all possible messages Vis equal to a,. In terms of a for-
mula, the estimate 4, * is said to be unbiased if

EV (g, {80*} = Lao* D) F(V lag)dV =g, (13.14)
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where f{ 7 la,) 15 the probability density of the message Vglven the true value

a, and T is the message space. A brief calculation will show that the value of

a,* defined by Eq. (17 3) satisfies Eq. (13.14) when the probability density

AV 1a,) 1s gven by Eq. {7 62) with N, replaced by Vi - ag S, m= 1,2,
A

PROBLEMS

13.1 Suppose that a random variable x 1s governed by a gaussian distribution
whose mear 1s zero and whose standard deviation is 0. A set of M independent
observations of the variable x yield the values x,, x5,..., xp. Use the
method of maximum likelihood to show that the best value of the standard
deviation 1s given by ¢® =

M
(I/M)Z x? .
1=1

13.2 Show that the estimate of 0 obtained in problem 13.1 is unbiased.
Hint. 1t 15 assumed as prior knowledge in problems 1 and 2 that the mean 1s
zero.

13.3 Prove that the value of ¢,* defined in Eq. (13.13) satisfies Eq. (13.14)
when the noise samples have a gaussian distribution.

13.4 Read Chapter 34 of the book by Cramér (1946) and write an expository
essay on the bias and the efficiency of the «stimate of a parameter.
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CHAPTER XIV

gt

Planar Acoustic Arrays

14.1 Introduction

Sohi gl

The acoustic arrays analyzed in Chapters 1X, X, XII were composed of
omnidirectional point sources. In a sense these are the most general configura-
tions possible, and any configuration of sources may be considered as a spe-
g cific arrangement of these general point sources. Actually, the transition from
a finite number of discrete sources to a continuum of sources is difficult to
! carry out mathematically, so it is easier to develop from first principles the
Eﬁ w - equations governing the radiation patterns of continuous radiators of finite
S . size. The present chapter has two limited goals. In the first place the relation
3 . between Fourier integrals and radiation patterns will be developed. This re-
sult will be of interest in view of the dominant role that the Fourier integral
has played in this book. In addition, many authors start with Egs. (14.11)
and (14.12) so that the present account will serve as a preparation for the
reading of many papers in the scientific literature.

The second goal of the present chapter is the presentation of a brief in-
- troduction to the techniques of using multiplication as a method of increasing

angular resolution. Significant improvement in this respect has been achieved
for isolated, monochromatic signals.

I ATV, TR

Wb

i g IR

b R S SR

14.2 Radiation Patterns as Fourier Transforms

Suppose that one has a series of transducer elements located in the x’,y'-
: plane and that any area element dx'dy’ located at Q contributes to the field
pressure at a point P(x,y,z) an amount

, '
dp =ﬂ’%‘%) etkR+iwt dx'dy’ (14.1)

where po(xy') is a complex function which depends on the amplitude and
phase of the transducer motion at the point (x’,3"). R = R(P,Q) is the distance
from the source point Q to the field point P, and k = 2m/\. Asusual w is the
angular frequency of the source.

The next step il ' .e conventional argument is to integrate Eq. (14.1)
over all values of x', y' . get the total pressure at the field point. This gives
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400
4 L
pP) = f J' %%5)_) ekR(P.Q) + iwt dx'dy’
= oc'

(14.2)

One notices in Eq. (14.1) that it has been tacitly assumed that the source
element is omnidirectioral and undisturbed by the presence of the other radia-
tors. Alternately, one cuu: justify Eq. (14.1) by restricting the field point P to
points z > O and say that Eq. (14.1) is the pressure field due to a source located
on an mfinite, rigid baffle. In addition to the assumption about baffles, it is
generally assumed in radiation theory that the motion of each element of the
transducer is not influcnced by the other elements. This last assumption is
not always realistic for experimentai transducers. Since a consideration of this
feature of real transducers will lead the discussion away from the present goal,
it is noted for completeness only.

Assume that there is a finite number £ such that p,(x’,y’) vanishes
identically for all points Q such that x'? + y’* > E2. If one then restricts the
discussion to field points P for which R > E, one can apply the customary
Fraunhofer far-field approximation,

R=r-'-my, (14.3)
where
r = distance OP

2 = cosmne of the angle between OP and the x'-axis
m = cosine of the angle between OP and the y'-axis.

It is also assumed in the Fraunhofer theory that the R in the denominator of
the integrand in Eq. (14.2) may be treated as a constant equal to . Hence,
one has for the far-field,

e—l‘k""lwt o ; ’ , , ,
pxy,z) =~ polx’y) et & +my’) dx'dy
"~ 00

(14.4)

which may be interpreted as a spherical wave front radiating from the origin
which is modified by a directional pattern given by the integral on the right.




ko
244 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 14.2 33
The integral depends on the coordinate (x,y,z) of the field point P through
the direction cosines &, m.
Define a function
H
#09, *
Fo(k% km) = f f polx'y)) erik(x"+my") ax'dy’ (14.5)
and introduce the assumption that
pol¥,y) = P& P20 - (14.6)
This restriction is not as serious as it might appear at first. When Eq. (14.6) .
is introduced into Eq. (14.5), one obtains y
Fo(K®, km) = F,(kR) Fy(km) (14.7)
4
with )
+00 *
Fy(k®) = J 21 (x) erikx’ ax’ (14.8) :
~—O0 ‘%

wkn

and similarly for F(kmy).
There 1s no need to make any further simplifying assumptions but 1t
should be noted that the full nature of the function F(k9) can be understood
’ by restricting the field point P to the x,z-plane. In this case

tha i

Wi

o

Y

2
ke = - sin@ (14.9)

where 0 is ﬁlf angle between the z-axis, 1e., the normal to the x', y'-plane,
and the line OP. One recognizes Eq. (14.8) as one member of a Founer trans-
form pair.; In orde: to enhance the simularity with the previous notation, set

G g e

s = snf
u = x'
4.
Fy(k) = pi(9 (14.10)
. (x') = piu)
so that Eq. (14.8) may be written as
pi(s) = J pi(u) etiZesu du (14.11)
,%.::
. .

" . < v 7 A, .. \
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with the inverse transforms
+00
pi(u) = f pi(s) et2msu ds | (14.12)
oo

When one compares Eq. (14.11) with Eq. (14.4), one sees that the func-
tion p,(s) has a simple physical interpretation. For the range of values-1 <s
< +1, p,(s) is the radiation pattern in the x,y-plane for source distributions
that can be factored as in Eq. (14.6). The ambiguity in the inverse equation
6 =sin"'s can be eliminated if one assumes that the source 1s located on an in-
: . finite, rigid baffle.

This elementary analysis has been given 1n some detail for several rea-
sons. First, and foremost, the Fourier transforms provide a valuable tool for
3 analyzing pattern formation (Spencer, 1946), and they show clearly the rela-
3 ’ tion between source size and pattern beam width. Further, many authors
! have stated Eq. (14.11) and (14.12) without showing clearly the circumstances

under which they are valid.,

The discussion in Sec. 2.3 has shown that if the source is of finite size
so that

pr) =0, lui>E/N | (14.13)

3 ! the function p,(s) must be nonvanishing for large real values of s, 1n particular
S for | s 1> 1. This can be explained mathematically by saying that the wave
: ’ radiates at a complex angle *(n/2) +i Z since

sin(2m/2+1Z) = tcosh T . (14.14)

The physical meaning of these complex angles can be understood when one
remembers that the three direction cosines €, m, n of the field point P must
satisfy

I 2 +m?+n®=1

Hence, if €2 1s greater than one, that 1s if s? > 1, one or both of the values m
or n must be imaginary. This leads to waves which are attenuated in the y-
and/or z-direction. These waves, which do not contribute to the far-field, are
sometimes called evanescent waves.

The preceding discussion has been phrased entirely for radiation, but by
appealing to the principle of reciprocity, one can interpret the directivity
patterns as receiving patterns. However, one normally measures patterns for
plane waves which have real values for the direction cosines (2,m,n). Thus, in

5
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the previous example, one would measure p, (s) only for the range -1 € s < +1,
yet this is considered a complete measurement of the radiation pattern. Simi-
larly, the directivity indices for transducers are defined in terms of integrals
over real angles of propagation only. One is now in a position to understand
the performance and the limitations of the superdirective array.

If the array has finite size so that Eq (14.13) is satisfied, Eq. (14.11)
becomes

+E/A

pi(s) = J pi(u) eti2msu du . (14.15)
2E/A

It is possible to choose p,(u}, | u | < E/A, so that p,(s) approximates a pre-
scribed radiation pattern for I's | < 1. Thus one can determine a source distri-
bution for a transducer of finite size, i.., not larger than 2F, such that the
radiation pattern will have a major lobe width as small as desired and such that
the heights of the minor lobes are below some arbitrarily chosen level. A
source designed to fit these characteristics is often referred to as a superdirec-
tive array. Unfortunately, this approach to the design of a transducer places
no bound on the response p;(s) for is i > 1.

The possibility that p,(s) may have large values for s > 1 is not serious
as long as the discussion is restricted to plane waves from distant sources. Fre-
quently, however, the signals that one wishes to detect are masked by local
sources, such as the ship’s self-noise, which may produce evanescent waves of
significant amplitude. For these reasons it is recommended that the directivity
index of a transducer should be redefined to include the response to evanes-
ant waves.

As long as the design is restricted to modest, “well behaved” source
distributions, the pair of Eqgs. (14.11) and (14.12) offer a lucid explanation of
the well-known “trade off” between transduce length and major lobe width.

14.3 Achievement of Increased Directionality by Multiplication

There are two methods by means of which one can obtain major lobe
sharpening. It will be shown that if the signals are pure tones one can obtain
a sharpening of the major lobe by multiplication. This sharpening of the major
lobe does not require any ~rocessing in time such as averaging, and therefore, it
is not the same process of multiplication discussed in Sec. 9.2 where it was
shown that directivity could be bought at the expense of processing time
when the signal was a broad-band noise.,

As a simple example of a multiplicative array consider a rectangle of
length L in the x' direction which is cut in two equal parts, -L/2 < x' <0 and
0 <x' < +L/2. Suppose further that there is no shading. One can utilize the
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principle of reciprocity and utilize Eq. (14.8) to write down an expression for
the responses of the right and left halves to waves arriving in the plane y = 0.
One has

L2 +L/4
Frk®) = f e+ik9x’dxr = etikL/4 f etikfu gy
-L/4
0 +L/4
Fr(k®) = f etk gy' = kL[4 f etikfu gy |
~L/2 -L/4

where the subscripts R and L mean right and left halves, respectively.
These integrals can be evaluated readily to give

2 [_F__sm(k’;l‘/ 4)]e+ik521,/4 +iwt

Fr(k%)

Frx9 =2 [iin—(li%ﬂil]e-lku/li +iwt |

After taking the real part of each expression one may multiply these
together to obtain the output of the product array. When one uses the trigo-
nometric identity 2 cos{4 + B)=cos(4 + B) + cos (4 - B), one finds

RFRKRRFL(kR) =2 [%ﬁ_ﬂ)]’ {cos (K2L/2) + cos 2w} .

The second term in the braces can be removed with a low-pass filter.
On the other hand, if one had utilized the entire array as a detector and
formed the square of the real part of the output, one would have obtained

[RFR+1(kD]? = 2[5@_(%’%&)_]2 (1 +cos 2wif) -

Again, the component of frequency 2wt can be removed with a low-pass filter.
Figure 14.1 contains a plot of the normalized responses

RFR (kD) .(RFL(kQ)! o [%-Q/LT/‘Q] " cos (kRL/2)

and
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3 i Figure 14.1-The normalized response (- - -) of a standard recerver with hydrophone of
3 ‘ length, /., and the normalized response {——) whcn the halves of this hydrophone are
multiplied together.

— 2
[:RFR+[,(kQ) ] 1 Nor = [ Sln(’:(QQlf}/zz)]

versus the dimensionless parameter kf1./2. It should be noted that the nor-
malization hides the fact that the response for the entire line at zero angle,
£ = 0, 1s four times that of the multiplier. One sees from Fig. 14.1 that the
response of the multiplier has a sharper major lobe than that of the uniform
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line. The magnitude of the minor lobe is larger for the multiplier, but the

phase of the first minor lobe is negatve independently of the phase of the
‘ incident signal.

E Welsby and Tucker (1959) have pointed out that one might be tempted

. to infer that 1f the low-pass filter were followed by a half-wave rectifier, the

first minor lobe of the multiplie:’s pattern would be removed. They also point

out that this approach is impractical since the presence of noise will lead to the

generation of a dc output Nonetheless, their expenence shows that the re-

4 sponse of a cathode ray tube to the acceleration potential leads to the desired

3 reduction of the first minor lobe, but this is an opinion that 1s not shared by

‘ all workers in sonar.

The concept of multiplying the outputs of the two halves of a trans-

: ducer 1s not really new. During World War II this effect was achieved under

3 the designation of a ‘““sum and difference sonar.” The sum of the outputs of

: .- the two halves was squared and from this was subtracted the square of the

] difference of the two outputs. That this 1s equivalent to the product can be

seen from the identity (x+y)? - (x-y)? = dxy.

¥

14.4 Multiplicative Arrays with N Similar Hydrophones

It sinteresting to extend the discussion of the last section to the case of
N 1dentical transducers arranged in a linear array By virtue of the arguments
presented 1n Sec 14.2 the discussion will be restricted to the pattern in the
x,z-plane. [t will be assumed that the n, elements on the left are connected
together as i Fig. 14.2 and the remaining n,(=N-n,) elements on the ngnt 1
. are connected together.

NORMAL
TO ARRAY

DIRECTION OF INCIDENT
PLANE WAVE

| TT L A,
i |
L .

x(tly Yyt

(0~
j(/x(ﬂ ylt)

Figure 14.2—The formation of a muitiphcative array from N(=n;+n;) hydrophones.
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It is a well known theorem in radiation patterns (Stratton, 1941, pp.
448-450) that the pattern of an array of identical transducer elements is the
product of the pattern of one elem.at and the pattern of an array of omni-
directional point elements having the same array geometry. Hence, if one
denotes the normalized pattern of one transducer element oy D,(8), the nor-
malized pattern associated with the output x(¢) of the n, elements on the left
is

D,(6) Dy (p) (14.16)
where
_smnyp .
D\(p) = TNETT (14.17)
and
p = (kd/?)sin 0 ; (14.18)

d is the distance between two adjacent transducer elements. Similarly, for the
n; elements on the right thc normalized pattern associated with the output

»(2) is

D,(6) D,(p) (14.19)
where
Dy(p) = 3™ p (14.20)
n, sin p

Henceforth the common factor D,(9) will be omutted from the formulas.
If the incident wave is a plane wave arriving at an angle 0, the phases of
the two outputs x(r) and x(y) will differ by

¥ = kd, sn6 = (2d,p/d) = qp , (14.21)

where d; is the distance between the acoustic centers of the two groups of
transducers. Consequently, one may wrte

_ sinn; p .
x(t) = V2 TS p cos(cot-W+e) (14.22)
_ SNty D
) = V2 arsnp coswrte) (14.23)
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A common factor that includes D,(6), signal level, hydrophone sensitivity
and also two factors n, and n,, the numbers of hydrcphones, has been
omitted. The phase angle e of the wave is not important when only one wave
is present. One may utilize the trigonometric identity 2 cos A cos B = cos(A+B)
+ cos(4-B) to express the product x(£)y(r) as

_ [sinny p\(sinn, p
xOp(r) = (n, sinp)(m sinp) X ,

{ cos ¥ + cos(2wt+26-\ll)} - (14.24)

The second term in the expression in braces may be rejected with a low-pass
filter. This gives, vsing Eq. (14.21),

_[sinnyp\[sinny p
x(Dy(t) = <n1 sinp)(n; o p ) cosqp (14.25)

This result should be compared with the output when the system is
treated as a standard detector. This is

0] = (;—"L;—g)z . (14.26)

When one compares Egs. (14.25) and (14.26), it becomes obvious that the re-
ductior in the major lobe width results from the factor cos q p.

Welsby and Tucker (1959) present an interesting series of graphs of the
right member of Eq. (14.25) for N=9 and various combinations of n, and n,
The first minor lobe is smallest for the combination n, =1 and n, = 8, but it
can be shown that this is the worst combination when noise is present.

Since the factor cos ¥ = cos p g is important in the beam formation, 1t
is evident that the beam can be shifted slightly by introducing a time delay in
either the output x(¢) or y(¢) of Fig. 14.2. This is another advantage of the
multiplicativc array. However, there will be a loss of signal level unless arrange-
ments are made to shift the phases of the outputs of each detector -lement
simultaneously. Hence, if one wishes to obtain optimum beam shifting, one :
must utilize the arrangement shown in Fig. 14.3

The present discussion is idealized in that only the response to a single, !
monochromatic plane wave in the absence of noise has been considered.
Multiplication is a nonlinear operation so the analysis becomes noticeably
more complicated not only when noise is present but even if two or more
signals are present. The question of the resolution of two nearby sources with
a multiplicative array is a subject of controversy.

Stk ¢ L Th e S SRAAPTET 1 SR R RS S T, ..g -
Ry




Eii el

sl Lo

IR S A L Y

hif

ARRNT MR T

kL

252 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES SEC 14.5
I'\ n,
p
— DELAY LINE DELAY LINE
\
Q3 " DELAY | I {oEcav) ®
RIGHT SHIFTED BEAM LEFT SHIFTED BEAM

Figure 14.3—The method of using delay lines to shift
the major lobe of a multiplicative array.,

14.5 Qualifying Comments on Multiplicative Arrays'

The subject of multiplicative arrays is relatively new so there does not
exist a large body of results upon which there is common agreement. Most
workers in the field of sonar technology have been thoroughly conditioned
to think in terms of directiorality patterns, and it is difficuit for them to re-
member that not all systems can be judged reliably from 4 consideration of
their directivity patterns. This kind of bias 1s dlustrated 1n the last section.
In systems that use simple linear addition a number of important properties
are nterrelated in such a way that they can all be judged from the directional
response pattern, and this makes the response pattern a very simple and power-
ful criterion for the intercomparison of such systems.

Further, the relation between the power in the main lobe and the side
lobes 1n such systems is relatively insensitive to system changes, and thus the
width of the main lobe is a good measure of the processing gain. On the other
hand, the multiplicative arrays often have a large negative side lobe like that
shown in the solid curve of Fig. 14.1. It was argued in Sec. 14.3 that this lobe
could be elimnated in some manner since it was negative. This argument
about the response is valid only when the source 1s a single, plane wave. When
there are multiple sources, the large negative lobe adds to the fluctuations of
the cutput and thereby impairs the signal-to-noise level of the output.

In short, one must use great caution in comparing standard, additive
systems with multiplicative systems, and especially with systems having

"This section 1 the result of helpful and detarled comments of Dr P. G Redgment. He
should not be blamed, however, for any errors or lack of appositencess in the discussion.
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multiplication at more than one level, until extensive and specific analyses have
been made. The gain of the system and the ability to resclve multiple targets
in the presence of a noise background must be considered in considerable
detail.

14.6 Suggestions for Further Reading

A group at the Unwersity of Birmingham, Birmingham, England, work-
ing under the leadership of Professor Tucker, has made extensive studies, both
theoretical and experimental, of the behavior of multiplicative arrays to noise
and multiple targets. Of their many publications one might mention Tucker
(1955), Welsby and Tucker (1959), and Shaw and Davies (1964). The paper
by Berman and Clay (1957) together with the subsequent paper by Fakley
(1959) provide a good discussion of multiplicative arrays.
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CHAPTER XV

Future Developments

15.1 Adaptive Systems

At the present time active research is underway on the application of
self-adaptive techniques to acoustic signal processing. The phrase “self-
adaptive” covers a wide range of sophistication according as ‘“‘self” refers to
the operator or to the equipment. For example, in the most simple form the

. operator makes repeated measurements of the background noise spectra and
) changes the threshold and, perhaps, other operating characteristics. At a more
sophistcated level the machine 1s programmed to perform this function auto-

. matically and continuously. This is undoubtedly the lowest level of perform-

ance to which one can apply the expression self-adaptive.
Another elementary variation in adaptive processesis sequential decision.
In this approach, as pointed out before, the length of the sample is variable.
This added degree uf freedom enables one to set both the false alarm rate and
3 the probability of detection. Thus, instead of one graph like Fig. 7.4 for a
: ! single sample length, one has a family of these graphs corresponding to the
duration of the sample.
A significant increase in sophistication is provided when the detector
3 has adjustable parameters, such as the coefficients of the correlation function
, which can be adjusted to give optimum response for known input samples.
One realization of this system has been studied at Stanford Electronics Lab-
oratory (Hoff, 1962, Mays, 1963, and Hu, 1963) under the name ADALINE.
This word was formed from ADAptive LINEar, which refers to adaptive
threshold-logic circuits. Some of the circuits they have studied are similar in
form to the quantized version of the standard detector shown in Fig. 10.1(b).
A more fundamental approach to adaptive networks has been pursued
at Cornell University by Rosenblatt (1962) and his co-workers. They have
developed a device, the PERCEPTRON, which simulates the human neural
system. A significant feature of the PERCEPTRON is that the circuit utilizes
random connections. When a device is able to make internal changes auto-
matically, it is referred to as a self-organizing system. Such a system is more
sophisticated than the adaptive systems i which the changes must be made
by the human operator.
A system that 1s intermediate in complexity is under development by
Sebestyen (1962) and his associates at Litton Industries. In this approach the
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detector is able automatically to partition the observation space on the basis
of known inputs. This is equivalent to finding empirically the decision func-
tion 8(y | ¥) which maps the message space I on to the decision space A.

The material presented in this book has dealt solely with hypothesis
testing as applied to the question of the presence or absence of a signal. Never-
theless, the important problem of parameter estimation, such as estimates of
range and bearing, can be treated, happily, with equal confidence. Less satis-
factory is the problem of target classification. A practical and reliable solu-
tion to this problem could lead to a substantial reduction in the false alarm
rate. It is evadent that this classification will require a much greater signal-to-
- . noise ratio since one must extract a much larger amount of information from
the signal.

i

P e———

The design of a system for target classification can be approached from
two ways. One can design a deterministic system in which the circuits are
tailored in accordance with a set of criteria that a target is expected to satisfy.
] ? For example, one may decide that a submarine has, say, four or five dominant
E_. ) reflection points or “highlights” so that the output of a crosscorrelation
3
3

should have not one but four or five peaks in a time interval governed by the
length and aspect of the submarine. This criterion is offered not as a solution
to the problem of target classification but as an example of the kind of criteria
that may be preset into the detector.

Alternately, one can build into the receiver an ability to evaluate a set of
) criteria but leave the threshold values associated with these criteria to be de-
termined by the receiver. The receiver is trained or taught by presenting to it
a series of messages which are known to contain or not to contain signals. For
3 example, 1 a Bayes detection system the threshold K of Eq. (8.29) would be
determined as follows. A large number of messages would be presented to the
receiver and after each message the machine would be told whether or not 2
signal was present. Thus, in essence, a large number of experimental points
: would be located in the message space and each point would have a lable “yes”
or “no.” The receiver then endeavors to construct a surface in this space which
provides the best separation of the “yes” points from the “no” points. After
this surface has been determined adequately, the recemver is able to judge un-
known messages and provide answers to the problem of signal detection.
Scbestyer (1962) has described this process in considerable detail.

[

An interesting application for learning devices can be conceived in con-
nection with bottom bounce sonar. Perhaps a self-adaptive receiver can be
trained to utilize the output of the depth sounder to predict the quality of
signals reflected from the ocean bottom. This would provide a continuous
assessment of the reliability of this mode of sonar operation. This problem

1s not unlike that of teaching a computer to make weather forecasts (Hu,
1963).
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15.2 Developments in Modern Computer Technology

Undoubtedly the most important developments for signal processing are
those that have occurred in the area of computer technology. Fundamental in
this development are the solid circuit modules which have provided computers
which are much smaller and at the same time much faster. This development
has made possibte the modern technique known as shared time, in which sev-
eral users can solve their problems simultaneously on the same computer. The
significance of this for military purposes is immediately obvious. By pooling
together the computer requirements for sonar, radar, fire control, and naviga-
tion one can install on each ship a large computer that can be shared by all.

The increased computer capacity that is achieved in this manner can be
used by the sonar operator to compute correlation matrices such as those of
Eq. (12.12), predict quality of bottom reflected echoes, and perform other
calculations that are needed to keep his receiver operating in an optimum
manner,

Another advantage of this foreseeable increase in computer capability
is that one can quantize signal levels in more levels than the two provided by
shift registers. There 1s a large gap between the performance of two-level quan-
tization and the infinite, or continuous, quaniization, yet as Professor Bonnet
has shown, a modest increase in the number of quantizawvion levels will signifi-
cantly close this gap.

The use of solhid circuit modules 1n the recewver will lead to significant
changes 1n the approach to circuit designs. One will be more concerned with
circuit failures since it will be more difficult, if not impossible, to replace
individual elements in the circuits. This will give rise to an increase in the
use of redundancy and multiple path logic in the circuits.

15.3 Rearrangement of the Spatial and the Time Processing

It is customary 1n sonar systems to separate completely those operations
which «avolve the spatial array, 1.e., operations of beam formation, from those
operations in the time domain, such as filtering and crosscorrelation. It is
easy to see why this has been done, but it 1s not evident that this separation
leads to an optimum system. As a matter of fact, this separation will be com-
plete only 1f the hydrophones are small in size. The output of a finite hydro-
phone already contains a superposition in time for any signal that arrives from
a diiection that 15 not normal to the face of the hydrophone. It is likely that
future designers of large sonar arrays will examine more closely the guestion
of the optimum organization of the spatial and temporal processing.

The interplay between the spatial and the temporal processing has be>n
considered by Middleton and Groginsky (1963, 1965) for a passive receiver.
They introduce the defimition that the receiver will be said to be factorable if
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the processing can be represented as a product of operators depending only on
: the array and operators depending only on the statistics of the signal and the
' noise They proceed tc show for some situations whether or not the optimum
receiver 18 factorable. The results of this kind of analysis are clearly important
because the conventional method of beam formation will lead to a loss of per-
formance unless the optimum receiver 1s factorable.

ProvyPR—

3 15.4 Oceanographic Surveys

The steady increase in the knowledge of the ocean that results from the
many survey programs in progress will contribute significantly to the problem
of signal processing. The designer will be requued less often in the future to
) assume the statistics for the noise, and the nature of the degradation of the
ZE signal resulting from reflection and propagation will be better understood.
- Instead, he can determine the receiver charactenstics that are optimum for
2 ‘ each part of the ocean. For example, 1n the case of bottom bounce sonar, as
the signal characteristics are progressively degraded due to an increase ia the
roughness of the bottom, one may want to change the receiver from a corre-
lation receiver to a sumple energy detector.

WL A

! 15.5 Suggestions for Further Reading

5

Basic reference for the reader are the books by Rosenblatt (1962) and
Sebestyen (1962). A report edited by Wilcox (1964) contains a large number
of very brief summaries of the present state of the many fields covered by the
term “information sciences.” This report is a useful guide to the literature.

The current research n the field of artificial intelhigence and automata
have not reached the stage of development where they are of immedate ap-
] plicability to sonar systems. Nonetheless, these fields are of long range inter-
est and the work 1s of great intrinsic interest independent of 1ts practical po-
1 tential. The reader 1s referred to a book Automata Studies edited by Shannon
3 ' and McCarthy (1956) and the Proceedings of the IFIP Congress 65 edited by
Kalenich (1965) for many interesting papers. The latter book contains ma-
E ‘ tenal on the present and future status of large computers.

Gl et T

TR

i e

!
B T

o [ - . f \ "~ A N
N . - . N %
N R \ [ -
o -

. mma e e o .
e
5 ————

i . - - N .

T T e et oo




BIBLIOGRAPHY

Alexander, M. J., and C. A. Vok* Tables of the Cumulative Distribution of
Sample Multiple Coherence, Rocketdyne Research Report 63-37, 15
November 1963

Allen, W. B., and E. C. Westerfield: Digital Compressed-Time Correlators and
Matched Filters of Active Sonar, 3. Acoust. Soc. Am. 36, pp. 121-139,
January 1964. Also reproduced photographically in Traitement du Sig-
nal avec Application Farticuliere a I'Acoustique Sous-marine, Centre
d’Etude des Phenomenes Aléatoires de Grenoble (CEPHAG), NATO
Advanced Study Institute, Grenoble, France, 14-26 September 1964.

Anderson, V. C.: The Deltic Correlation, Acoustics Research Laboratory,

Harvard University, Tech. Mem. 37, 5 January 1956.

: Dugital Array Phasing, J. Acoust. Soc. Am. 32, pp. 867-870, July 1960.

Arase, E. M., and T. Arase: Correlation of Ambient Noise in the Ocean, J.
Acoust. Soc. Am. 38, pp. 146-148, July 1965.

Axelrod,E.H.,B. A. Schooner and W. A, Von Winkle. Vertical Directionality
of Ambient Nouse in the Deep Ocean at a Site near Bermuda, J. Acoust.
Soc. Am. 37, pp. 77-83, January 1965.

Bartlett, M. S.. AnIntroduction to Stochastic Processes, Cambridge University
Press, Cambridge, 1956.

Beckmann, P., and A. Spizzichino: The Scattering of Electromagnetic Waves
from Rough Surfaces, Pergamon Press, Oxford, 1963.

Bendat, J. S.: Principles and Applications of Random Noise Theory, John
Wiley and Sons, New York, 1958.

Beran, M. J., and G, B. Parrent, Jr.: Theory of Partial Coherence, Prentice-
Hall, Inc., Englewood Chiffs, N. J., 1964,

Berman, A., and C. S. Clay: Theory of Time-Averaged-Product Arrays, J.
Acoust. Soc. Am. 29, pp. 805-812, July 1957,

Budsall, T. G.; Likelihood Ratio and Optimum Adaptve Detection, Traite-
ment du Signal avec Application Particuliére a I'Acoustique Sous-marine,
Centre d’Etude des Phénoménes Aléatoires de Grenoble (CEPHAG),
NATO Advanced Study Institute, Grenoble, France, 14-26 September
1964.

Blackman, N. M.:  On Fourier Series for Gaussian Noise, Information and
Control 1, pp. 56-63, September 1957.

Blackman, R. B., and J. W. Tukey: The Measurement of Power Spectra,
Dover Publications, Inc., New York, 1958.

Blackwell,D.,and M. A. Girshick: Theory of Games and Statistical Decisions,
John Wiley and Sons, New York, 1954,

258

!
|

e

§ it

Skl sledsi




»

“ "

B-C BIBLIOGRAPHY 259

Blanc-Lapierre, A.: Modeéles Statistiques pour L'Etude de Phénomenes de
Fluctuations, Masson et Cie, Paris, 1963.

~——— et R. Fortet: Theories des Fonctions Aléatoires, Masson et Cie, Paris,

1953.

et B. Picinbono: Proprietés Statistiques du Bruit de Fond, Masson et

Cie, Paris, 1961..

Bonnet, G.: Sur les Correlateurs Utilisant la Quantification des Signaux, Traite-
ment du Signal avec Application Particuliére a I'Acoustique Sous-marine,
Centre d’Etude des Phénomenes Aléatoires de Grenoble (CEPHAG),
NATO Advanced Study Institute, Grenoble, France, 14-26 September
19644.

~——: Editor, Traitement du Signal avec Application Particuliére a I'Acous-

tigue Sous-marine, Centre d’Etude des Phénoménes Aléatoires de

Grenoble (CEPHAG), NATO Advanced Study Institute, Grenoble,

France, 14-26 September 1964b. Part II. Translations of the Proceed-

ings.

: Sur VInterpolation Optimale d’une Fonction Aleatoire Echantillonnee,

C. R. Acad. Sc. Paris, 260, pp. 780-787, January 18, 1965a.

———: Phénomenes Aléatoires et Traitement du Signal, Bull. Inf. Scien. Tech.
du Commissariat a I’Energie Atomique No. 96, pp. 1-12, September

1965b.

Born, M., and E. Wolf: Principles of Optics, Pergamon Press, Ltd., London,
1959.

Brekhovskikh, L. M.: Waves in Layered Media, Academic Press, New York,
1960.

Bryn, F.: Optimal Signal Processing of Three Dimensional Arrays Operating
on Gaussian Signals and Noise, J. Acoust. Soc. Am. 34, pp. 289-297,
March 1962.

Campbell, G. A., and R. M. Foster: Fourier Integrals for Practical Applica-
tions, Bell Telephone System Technical Publications, New York, 1931.
Republished by D. Van Nostrand Co., New York, 1951,

Capon, J., R. J. Greenfield, and R. J. Kolker: Multidimensional Maximum-
Likelihcod Processing of a Large Aperture Seismic Array, Proc. IEEE
55, pp. 192211, February 1967.

Chandrasekhar, S.: Stochastic Problems in Physics and Astronomy, Rev. Mod.
Phys. 18, pp. 1-89, January 1943,

Chernov, L. A.: Wave Propagation in a Random Medium, McGraw-Hill Book
Co., Inc., New York 1960.

Clay, C. S.. Use of Arrays for Acoustic Transmissicn in a Noisy Ocean, Re-
views of Geophysics 4, pp. 475-507, November 1966.

Cooley, J. W., and J. W. Tukey: An Algorithm for the Machine Calculations
of Complex Fourier Series, Math. of Computation 19, pp. 297-301,
Apnl 1965.

Tras e T e T R e e Ee e PUSRRE




o
B SN

260 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES C-F

Crameé’r, H.:  On the Theory of Stationary Random Process, Ann. Math, 41,
pp. 215-230, 1940.

——:  Mathematical Methods of Statistics, Princeton University Press,
Princeton, N. J., 1946.

Cron, B. F., and A. H. Nuttall: Phase Distortion of a Pulse Caused by Bottom
Reflection, J. Acoust. Soc. Am. 36, pp. 486-492, March 1965.

Davenport, W. B, Ir., R. A. Johnson and D. Middleton: Statistical Errors in
Measurements on Random Time Functions, J. Appl. Phys. 23, pp. 377-
388, 1952.

———and W. L. Root: An Introduction to the Theory of Random Signals and
Noise, McGraw-Hill Book Co., Inc., New York, 1958.

Dirac, P. A. M.:  The Principles of Quantum Mechanics, Oxford University

Press, 1930.
Doob, J. L.: Stochastic Processes, John Wiley and Sons, Inc., New York,
1953

Duflos, J.: Etude des E ffects de 'Echantillonnage en Detection des Signaux
Foibles, 'Onde Electrique, Paris, No. 443, February 1964.

Dunham Laboratory. R. A. McDonald, P. M. Schultheiss, F. B. Tuteur, and
T. Usher, Jr.: Processing of Data from Sonar, Yale University, Septem-
ber 1963.

Dwork, B. M.; Detection of a Pulse Superimposed on Fluctuation Noise,
Proc. IRE, pp. 771-774, July 1950.

Eckart, C., Editor: Principles of Underwater Sound, Vol. 7, NDRC Summary
Techmcal Reports, Distributed by Research Analysis Group, Commuttee
on Undersea Warfare, National Research Council, undated.,

———:  Optimal Rectifier Systems for the Detection of Steady Signals, Uni-
versity of California, Marine Physical Laboratory of the Scripps Instr-
tution of Oceanography, La Jolla, California, Sponsored by Bureau of
Ships, Reference 52-11, 4 March 1952.

Erdelyi, A., W. Magnus, F. Oberhettinger and F. G. Tricomi: Tables of Integral
Transforms, Vols. 1 and II, McGraw-Hill Book Co., Inc., New York,
1954

Fakley, D. C.: Comparison between the Performance of a Time-Averaged
Product Array and an Intraclass Correlator, J. Acoust. Soc. Am. 31,
pp- 1307-1314, October 1959.

Faran, J. J., and R. Hdls: Correlators for Signal Reception, Tech. Mem. 27,
Acoustics Research Laboratory, Harvard University, September 15,
1952a.

—— and ——. The Application of Correlation Techniques to Acoustic
Receiving Systems, Tech. Mem. 28, Acoustics Research Laboratory,
Harvard Unmiversity, November 1, 19525.

Faure, P.: Theoretical Model of Reverberation Noise, J. Acoust. Soc. Am.
36, pp. 259-266, February 1964.

Al

A 1|

o ol N bt e Wy 0

e B i o

Mgl 4 50 P twgtg )

—




o b

e ki

F-K BIBLIOGRAPHY 261

Fisher, R. A.: Statistical Methods and Scientific Inference, Olver and Boyd,
Edinburgh, 1956.

Fhinn, E. A.: Editor of Special Issue on The MIT Geophysical Analysis Group
Reports, Geophysics 32, pp. 411-525, June 1967,

Fox, G. R.: Ambient-Noise Directivity Measurements, J Acoust. Soc. Am.
36, pp. 1537-1540, August 1964.

Freeman, J. [ Principles of Noise, Joha Wiley and Sons, New York, 1958.

Gabor, D.: Theory of Communication, J. Inst. Elec. Engrs. Part 111, 93, pp.
429457, 1946.

Goodman, N. R. On the Joint Estimation of the Spectra, Cospectrum and
Quadrature Spectrum of a Two-Dimensioral Stationary Gaussian Proc-
ess, Dissertation, Princeton University, March 1957.

Green, M., and A. Swets: Signal Detection Theory and Psychophysics, John
Wiley and Sons, Inc., New York, 1966.

Green, P. E., Jr.; Radar Astronomy Measurement Techniques, Tech. Report
No. 282, M.L.T. Lincoln Lab., Lexington, Mass., December 1963.
Guillemin, E. A.: The Marhematics of Circuit Analysis, The Technology

Press, M.L.T.. John Wiley and Sons, Inc., New York, 1956.

Hannan, E. J.: Time Senes Analysis, Methuen and Co., Ltd., London, 1960.

Helstrom, C. W.: Statistical Theory of Signal Detection, Pergamon Press,
Ltd., London, 1960.

Hoff, M. E.. Learming Phenomena in Networks of Aduptive Switching Cir-
cuits, Tech. Report No. 1554-1. Electronic Technology Laboratory,
Aeronautical Systems Division, Air Force Systems Command, U. S.
Air Force, Wright-Pattersor. Air Force Base, Ohio, July 1962.

Honnest-Redlich, G.. Radio Control for Models, A Harborough Publication,
Leighton Buzzard, 1950.

Hu, M J.: A Trainable Weather-Forecasting System, Tech. Report No.
6759-1, Electronic Technology Laboratory, Air Force Avionics Labora-
tory, Air Force Systems Command, U. S. Air Force, Wright-Patterson
Air Force Base, Ohio, June 1963.

Hunt, F. V.. Perturbation and Correlation Methods for Enhancing the
Space Resolution of Directional Receivers, Proc. IRE 39, p. 840, July
1951.

Jeffreys, H.. Theory of Probability, third edition, Oxford University Press,
Oxford, 1961.

Kalenich, W. A.: Editor Proceedings of IFIP Congress 65, Spartan Books,
Inc., Washington, D. C., May 1965.

Kendall, M. G.. The Advanced Theory of Staustics, Vol. 1, fourth edition,
Charles Griffin and Co., Ltd., London, 1948.

Khinchin, A. L.. Mathematical Foundations of Statistical Mechanics, Dover
Publications, Inc.. New York, 1949.

[P

o iy

- - S




262 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES K-0

Khintchine, A.: Korrelationstheorie der stationaren stochastisrlien Prozesses,
Math. Ann. 109, pp. 604-615, 1934,

Kohlenberg, A.: Exact Interpolation of Band-limited Functions, J. Appl. Phys.
24, pp. 1432-1436, December 1953,

Kolmogorov, A.N.: Foundations of the Theory of Probability, Chelsea Pub-
lishing Company, New York, 1950.

Lerner, R. A.: Signals with Uniform Ambiguity Functions, IRE Nat’l. Conv.
Rec., Part 4, pp. 27-36, 1958.

Levy, P.: Processus Siochastiques et Mouvement Brownien, Gauthier-Villars,
Paris, 1948.

Linnette, H. M., and R. J. Thompson: Directivity Study of the Noise Field in
the Ocean, Employing a Correlative Dipole, J. Acoust. Soc. Am. 36, pp.
1788-1794, October 1964.

Loéve, M.: Fonctions Aleatoires du Second Ordre, note in Processus Sto-
chastiques et Mouvement Brownien, Gauthier-Villars, Paris, 1948.
Mays, C. H.: Adaptive Threshold Logic, Tech. Report No. 1557-1, Electronic
Technology Division, Air Force Avionics Laboratory, Air Force Systems

Command, Wnight-Patterson Air Force Base, Ohio, April 1963.

Mermoz, H.: Filtrage Adapté et Utilisation Optimale d'une Antenne, Traite-
ment du Signal avec Application Farticuliére a l'Acoustique Sout-marine,
Centre d’Etude des Phénomeénes Aléatoires de Grenoble (CEPHAG),
NATO Advanced Study Institute, Gienoble, France, 14-26 September,
1964.

Middleton, D.: An Introduction to Statistical Communication Theory,
McGraw-Hill Book Co., Ind., New York, 1960.

———: Topics in Communication Theory, McGraw-Hill Book Co., Inc., New
York, 1965.

———: A Statistical Theory of Reverberation and Similar First-order Scattered

Fields, 1EEE Trans. on Inform. Th. IT-13, Part I, pp. 372-392; Part 11,

pp 393414, July 1967.

:and H. L. Groginsky: Detection of Random Acoustic Signals by Re-

ceivers with Distributed Elements, Optimum Receiver Structures for

Normal Signal and Noise Fields, Tech. Report, Raytheon Company, Sub-

marine Signal Division, Portsmouth, Rhode Island, August 1963.

and D. van Meter. Detection and Extraction of Signals in Noise from
the Point of View of Statistical Decision Theory, J. Soc. Indust. Appl.

Math., Part 1, 3, pp. 192-253, December 1955; Part II, 4, pp. 86-119,

June 1956.

Milne, A.R., and J. H. Ganton: Ambient Noise under Arctic-Sea Ice, J. Acoust.
Soc. Am. 36, pp. 855-869, May 1964.

Officer, C. B.: Introduction to the Theory of Sound Transmission, McGraw-
Hill Book Co., Inc., New York, 1958.

el gy A NS

.
x
S
=

R 4 A

EPRIR VR N T et e e

W

B,

)
f§
!
!
i
j
4




R

0-8 BIBLIOGRAPHY 263

Ol'shevskii, V. V.: Characteristics of Sea Reverberation, Consultants Bureau,
New York, 1967.

Peirce, B. O.: A Short Table of Integrals, Ginn and Company, Boston, 1929.

Pekeris, C. L.: Propagation of Sound in the Ocean, Geol. Soc. of Amer. Mem.
No. 27, October 15, 1948.

Peterson, W. W., T. G. Birdsall and W. C. Fox: The Theory of Signal Detecta-
bility, Traqs. IRE PGIT-4, pp. 171-211, September 1954.

Price, R., and P. E. Green, Jr.: Signal Processing in Radar Astronomy—Com-
munication via Fluctuating Multipath Media, Tech. Report No. 234,
M.IT. Lincoln Lab., Lexington, Mass., October 1960.

Rayleigh, Baron: Theory of Sound, Vol. I, p. 41, Macmillan Co., London,
1937.

Rice, S. O.: Mathematical Analysis of a Random Noise, Bell System Tech.
J. 23, pp. 184-294, 1944, and 24, pp. 133-183, 1945. Reprinted in
Selected Papers on Noise and Stochastic Processes (N. Wax, Editor),
Dover Publications, Inc., New York, 1954. ;

Rosenblatt, F.: Principles of Neurodynamics, Spartan Books, Inc., Washing-
ton, D. C., 1962.

Rosenblatt, M., Editor: Time Series Analysis, from Proceedings of the Sym-
posium in Time Series Analysis held at Brown University, 11-14 June

: 1962, John Wiley and Sons, Inc., New York, 1963.

3 Rudnick, P.: Small Signal Detection in the DIMUS Array, J. Acoust. Soc. Am.

3 ! 32, pp. 871-877, July 1960.

RPCU ——:  Likelihood Detection of Small Signals in Stationary Noise, J. Appl.

Phys.. pp. 140-'43, February 1961.
Saks, S.: Theory of the Integrai, Monografje Matematyczne, Vol. 11, Wurszawa,
1937.

3 Schiff, L. 1.; Quantum Mechanics, McGraw-Hill Book Co., Inc., New York,

1949,

3 Screaton, G. R., Editor: Dispersion Relations, Oliver and Boyd, Ltd., Edin- ;

3 burgh, 1961. ;

¢ Sebestyen, G. S.: Decision-Making Processes in Pattern Recognition, The .

\ MacMillan Company, New York, 1962. :

Shannon, C. E.: Communication in the Presence of Noise, Proc. IRE 37, pp.

10-21, 1949,

and J. McCarthy, Editors: Automata Studies, Princeton University

Press, Princeton, New Jersey, 1956.

Shaw, E., and D. E. N. Davies: Theoretical and Experimental Studies of the
Resolution Performance of Multiplicative and Additive Aerial Arrays,
Symposium on Signal Processing in Radar and Sonar Systems: Paper |
No. 7, Reprinted from The Radio and Electronic Engineer 28, No. 4, !
October 1964. !

[ OH——

B T e e e merm e e e ,._,_..T%. — —

oy




264 SIGNAL PROCESSING OF UNDERWATER ACOUSTIC WAVES S~V

Siebert, W. M.. A4 Radar Detection Philosophy, Trans. IRE PGIT-2, pp. 204~
221, September 1956.

Spencer, R. C.: Fourier Integral Methods of Pattern Analysis, Radiation
Laboratory, Massachusetts Institute of Technology, Cambridge, Massa-
chusetts, Report 762-1, 21 January 1946.

Stewart, J. L., and E. C. Westerfield: A Theory of Active Sonar Detection,
Proc. IRE 47, pp. 872-881, May 1959.

Stockhn, P. L.: Signal Processing of Underwater Acoustic Fields, Underwater
Acoustics, (V. M. Albers, Editor), pp. 339-349, Plenum Press, New York,
1963a.

——:  Space-Time Sampling and likelihood Ratio Processing in Acoustic
Presssure Fields, J. Brit. LR.E., 26, pp. 1-12, July 1963b.

Stone, J.: Problems Associated with the Measurements of Ambient-Noise
Directivity by Means of Linear Additive Arrays, J. Acoust. Soc. Am. 34,
pp- 328-333, March 1962.

Stratton, J. A.: Electromagnetic Theory, McGraw-Hill Book Co., Inc., New
York, 1941.

Tatham, R.J.: Ambient-Sea-Ncise Model, J. Acoust. Soc. Am. 36, pp. 1541~
1544, August 1964.

Thomas, J. B., and T. R. Williams: On the Detection of Signals in Nonstation-
ary Noise by Product Arrays, J. Acoust. Soc. Am. 31, pp. 453-462,
Apnl 1959.

Titchmarsh, E. C.: The Theory of Functions, second edition, Oxford Univer-
sity Press, Oxford, 1939.

———: Introduction to the Theory of Fourier Intcgrals, Oxford University
Press, Uxford, 1959.

Tolstay, 1., and C. S. Clay: Ocean Acoustics, McGraw-Hill Book Co., Inc.,
New York, 1966.

Tucker, D. G.: Signal/Noise Performance of Multiplier and Addition (or Inte-
grating) Types of Detection, J. Inst. Elec. Engrs. 102C, pp. 181-190,
February 1955.

——, Chairman: Signal Processing in Radar and Sonar Directional Systems,
Symposium held at the University of Birmingham, England, 6-9 July

1964.

Turin, G. L.. An Introduction to Matched Filters, Trans. IRE PGIT-6, pp.
311-329, 1960.

Usher, T., Jr.: Signal Detection by Arrays in Noise Fields with Local Varia-
tions, J. Acoust. Soc. Am. 36, pp.. 1444-1449, August 1964.

van der Pol, B., and H. Bremmer: Operational Calculus Based on the Two-
Sided Laplace Integral, Cambridge University Press, Cambridge, 1950.

Van Melle, F. A.- Editor of Veia Uniform, Special Issue I, Geophysics 29,
pp- 151-300, April 1964a.

it N

g el i’

o R S s s

T

B O M e

-G ot

!
!
i
!




~
e sac em o msse aemtvnze o RRE

V-W BIBLIOGRAPHY 265

———, Editor of Vela Uniform, Special Issie H, Geophysics 29, pp. 663-771,
October 1964b.

Van Meter, D.. Optimum Decision Systems for the Reception of Signels in
Noise, Thesis, Harvard University, Cambr‘xdge, Mass., January 1955.

van Schooneveld. C.: Analytischen Signalen, Rappart No. Ph. L. 1963-49,
Rydsverdediglings-Orgamisatie TNO, November 1963.

———— Some Remarks on Sampling Methods for a Bandpass Signal, Traite-
ment du Signal avec Application Particuliere a I'’Acoustique Sous-marine,
Centre d’Etude des Phénoménes Aléatuires de Giznoble (CEPHAG),
NATO Advanced Study Institute, Grenoble, France, 14-26 September
1964,

Van Vleck, J. H., and D. Middleton® A Theoretical Comparison of the Visual,

Aural, and Meter Reception of Pulsed Signals in Presence of Noise, ].

Appl. Phys. 17, pp. 940-971, 1946.

and -———  The Spectrum of Clipped Naise, Proc. IELE 54, pp. 2-19,

January 1966

Wald, A" Sranstical Decision Functions, John Wiley and Sons, Inc., New
York, 1950.

Webb, E. L. R.. On the Distribution of the Product of Diode Detector Wave-
forms, CanJ Phys. 34, pp. 679-691. July 1956.

——— Note on the Product of Random Variables, Can. J. Phys. 40, pp. 1
1324-1396, October 1962,

Webster, ¥ Some Perils of Measurenents from Moored Buoys, Trans. of the
1964 Buoy Technology Symposwum, pp. 33448, March 24, 25 1964.

Welsby, V. G, and D G. Tucker. Multiplicative Recewing Arrays, 1. Bnt.
LR.E. 19, pp. 369-382, June 1959.

Whittaker, E T.; and G. N. Watson* 4 Course of Modern Analysis, fourth
edition, Cambnidge University Press, Cambnidge, 1927.

Widder.D. V. Thce Laplace Transform, Princeton University Press, Princeton,
N.J, 1946

Wiener, N Generalized Harmonic Analysis, Acta Math. 55, pp. 117-258,

1930. Reprinted m Selected Papers of Norbert Wiener, M,l.T. Press,

1964. '

i The Fourier Integral and Certain of its Applications, Cambridge Uni-
versity Press, Cambridge, 1933 Reprinted by Dover Publications, Inc.,
New York, 1951,

——— Cybernetics, The Technology Press, M.1.T., John Wiiey and Sons,
Inc.; New York, 1945,

Wilcox, R. H., Editor  Information Systems Summaries, ONR Report ACR-
97, Office of Naval Research, Department of the Navy, Washington,
D C, July 1964.

Woodward, P. M.; Probability and Information Theory with Applicaticns to
Radar, Pergamon Press Ltd., London, 1953.

T e

. ¢ T ety
. = \ & —
—_— - ~ _ \ : ) - -

- S

LR S,




4
. §~
3
H
i
1
: ANSWERS TO SOME OF THE PROBLEMS .
14
21 @ Y= Q+nm?
h(® = 0,t<0
=(1/T) exp(~t/T), t > 0.
) Y = 28T +i2nfT)!
] h® =58(1),t<0
; = ()~ (1/T) exp(-4/T), ¢ > 0.
~ [ f. -1
1 ) Y(H = l+iQ(1 -—9>}
2 ) o f
’ My = 0,t<0
E:k ! = 4nf,tang cos(2nf, cospt - ¢) exp(=2nf, singt)
- where <
o cot = (4Q7-1)%
3 22 (a) Egqdd = 0,:<0
{ = Eo{1-exp(-#/1)}, 0<t<T,
: = Eo{exp(T/T)-1} exp(-1/T), Ty <.
1 ' (b) 0.214
.~~.‘ .
23 (a) The output may be imaginary. There may be an output before
E there is an input. .
: (b) Restrict the given definition of Y(f) to positive frequencies and
4 define Y(-f) = Y*(+/).
: 25 B = Vionf

2.6 No. The Fourier integral will give the correct answer if it is deformed

below the origin f=0.

27 4 i
1y

210 ¥2(1y, fa) = exp{(nfa/a)* - (ar4)*}. i

i

3.3 Clipping decreases the normalized autocorrelation function. §

§

X1X2 2’r ,l.pf e %
266 ;
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ANSWERS TO SOME OF THE PROBLEMS 267

44 (@) E@W,* = D™
®)  E(T)E, =n4 v e {1-0(n)}%
where
T 4 { v = ofy2 T and &(+) is the error integral.

46 (a) E'xl = 1/12

) E{x*} = 15/32.

(c) fix)=0x<-1
fx) = 2(1+x) -1 <x<-1/2
fix) = (1/8) 8(x + 1/2),~1/2-s < x <~1/2+€
fix) = 0-12<x < +1/2
fix) = 112<x<1
fx)=01<x

! 47 (c) Thedifference is that in the present case the phases are correlated
so that amplitudes must be summed.

5.1 ThemodeisR=0. E{R} = av/r/2
E{R?} = 20* .

5.2 (a) The prior probability, P(w)

wl o]l 1| 2] 3 1 4
P(w)] 3/40 | 10/40 | 14/40 | 10/40 | 3/40

(b) The posterior probability, Pz = 0 | w), that z = 0 given w.,

w lol1] 21314
Pz=0lw) | 1.0]07] 05 [03 ]| 0

5.12 p(s) =ff(r, r/s) | r/s’ \dr

513 (@) p(s) = (Ym)lay|"% {a, (s34 2a|2s+a22} -
(b) E{S} = -an/a“ .

517 () = o*oVs(t))(t,)

71 +00
(@ G@) = j E{(-)Q(t+-T-1) dr

—0

where S(¢) is the Fouricr transform of [W(f)] ™!
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78 No. These two errors do not exhaust the possible combinations of like-
lihood ratios and hypotheses.

8.3 [
tn A=2n(plq) + 5,7 Z ay,VinVn-M

m,n=1

95 (b) 8.6deg
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ADALINE, 254
Adaptuve systems, 254
Ambient noise, directional proper-
ties of sea surface, 172
Ambiguity function, 28, 29, 32
illustrations of, 31
Analytic signal, 27, 114
Answers to problems, 266
Array gain, 188
Arrays, theory of acoustic planar,
242
Attenuation, 8
Autocorrelation function, normal-
ized, 55
second denvative of. 195
Autocovanance, 52
Autocovariance function, chy.ped
gaussian noise, 60
Fourer tiansform of power spec-
trum, 67

Baffle, assumption of ngid, 243

Bandwidth and signal length, 22

Bayes class of decision functions,
149

Bayes decision rule, 149, 154

signal detection with two hypoth-

eses, 154

Bayes detection system, 255

Bayes nisk, 149

Bayes systems, 148, 149,176

Bayes thcorem, 85, 86, 97

Bibliography, 258

Boundarses, scattering from. 18

Bunyakovsky inequality, 54

Cauchy’s theorem, 40
Cauchy-Schwartz inequality, 54
Centered process, 52

Central second order moments, 57
CEPHAG, 176
Characteristic function, 86
for the sum of two independent
variables, 88
Chi-square probability density, 91
Chpping, effect on receiver per-
formance, 193
Coherent reflection, 9
Coherent signal processing, con-
trasted with incoherent proc-
essing, 126, 157
Coherent threshold detection. 156
Coherent versus incoherent detec-
tion, narrow-band correlation
detector, 126
Computer, use of to analyze system
performance, 175
Conditional loss rating, 147
Conditional probability, 85
Conditional nisk, 147,148
Convolution, 19
Cornell University, 254
Correlation function, 52
examples of, 74
multidimensional filters, 213
Correlation receiver, expenmental
data from, 172-173
Correlation matnx, conditions on,
220
definition of, 208
Cost, irreducible minimum of, 153
Cost function, 12, 147, 148,151
relation to mulitary situation, 237
Covanance, 51
Covaniance matrix, defimtion of,
208
Cross power spectra, 210
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Decision function, 148, 149, 150,
151
Decision rules, 1435
ordenng of . 149
Decision space. 145
Delta function, 68, 70
DELTIC system, 177, 200
Detection, definition of, 1
known signal, 116
sequential, 1
Detection probability, 134
defimtion of . 136
Detection systems, cOmparison of ;
236
Detector, see standard detector,mul-
tiphcative detector
DIMUS system, 176, 177
Dirac delta function, 21, 22,23
Directional arrays, 12, 242
Distribution function, 43, 44
Doppler shift, 3,5, 6, I+
Dunham Laboratory, 170, 200, 260
Dynamite, 4

Echo. duration of, 2
Ensemble average, 49, 50
Energy spectrum, 20
Ergodic hypothesis, 43,49,50
Ergodicity, discussion of, 192
Error, fust kind. 135,152
second kind, 135, 52
Type 1,152
Type 11. 152
Extraction of signa’ patameters, 237

Factorable. dehmtion of ; 256

False alarm probability, 135
relation to mihitary situation, 237

False alarm rate, 134

East Touner transform, 1 14

Folded spectrum, 1111 12

Folding frequency. 110

Founer mtegral, 17,20
relation to radiation patterns,242
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Fourter transforms, 18, 32
table of, 33
Fraunhofer far-field approximation,
243
Frequency function, 45
gauss process, 56

Gauss process, 56. 59
Gaussian process, distinguished from
gaussian distribution, 60

Harvard Underwater Sound Labora-
tory, 177

Harvard University, 177

Heaviside umt step function, 70

Hilbert transforms, 25, 27, 28, 32,
114

table of, 36

Hydrophone array see hinear arrays
and three dimenstonal arrays

Hypothests testing, 1

Impulse response, 24

Inhomogeneous medium, 10

Integral equations, 77

Integral, Lebesgue, 19, 73, 144
Riemann, 18, 50, 69, 70
Riemann-Stieltjes, 70

Integrated power spectrum, 72,173

Integration, theory of, 68

Interpolation of time series from

samples, 114
Inverse probability, 86

Lebesguc integral, 19, 73,144
advantages of . 74

Likelihood, 85, 86

Likelihood function, 12, 236, 238

Likelihood ratio, 129, 155,236
defimtion of ;131
defimition of extended, 131
generahized, 155, 236

Likehihood ratio recever, 158,176

multidimensional, 234
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Linear array, response to noise, 162-
166
two hydrophones, 168
two hydrophones, comparison
line hydrophone, 170
two hydrophones, response to
noise, 169
Litton " dustries, 254
Loss function, 145, 147
Loss rating, average unconditional,
148

Marginal distribution, 46, 48
Marine Physical Laboratory, 177
Matched filter, 116, 123
definition of, 124
Maximum likelihood, method of,
238
Maximum likelihood estimate, 238
Mean value of finite sample, compu-
tation with RC network, 104
ensembe average of, 102
ensemble average of the square
103
Message space, 145
Moments, second order, 51
Multjpaths, distortion from, 9
Multiplicative arrays, 246, 249
Multiplicative detector, 188
comparison with standard detec-
tor, 192

Narrow-band gaussian noise, enve-
iope of, 96
used to simulatc reverberation, 97
Narrow-band signal, in correlation
detector, 124
Navy El~ctronics I aboratory, 176,
177
Network, linear, 20
generalized, 20, 21
Neumann, factor, 80

Noise. amtbient, 4, 10, 58
in the ocesn, 161
experimental resuits, 167, 172 4
Noise, description of, 3
nongaussian, 58
sources of, 3
Normal distribution function, nota-
tion of, 140
Normalized autocorrelation func-
tion, 55
for a clipped gaussian noise, 62
Hyquigt frequency, 110

Observation space, 143, 145
Qceancgraphy surveys, 257
Orthonormal functions, 77
Own Doppler Nullifier, 5

Parseval formula, 19
PERCEPTRON, 254
Periodic process, analytic represen-
tation of, 78
probabulity density of amplitude,
82
probability ensity of coeffici-
ents, 81
Physical realizability, conditions for,
21
of correlation detector, 121-123
Posterior probability, 85, 86
detection based on, 132
Power density, average, 65, 66
output of multidimensional hy-
drophones and filters, 222
Power spectrum, 63
examples of, 74
Fourier trarsform of autocovari-
ance function, 67
integrated, 72, 73
multidimensionat process, 210
Probability, prior, 85, 86, 130
posterior, 12, 130
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Probability density, 43, 45
for a cosinuscids! surface, 88
for a furci:on of a random vari-
able, 44
for a function of two random
variabies, 92
for the product of two random
variables, 92
for the product of two gaussian,
random variables, 93
for the sum of two independent
variables, 88
Processing gain, definition of, 187
from post-rectification integra-
tion, 188
Proper filter of the array, 232
Pulse compression, 124

Radar, parameters of, 4, 5, 6
Radiation patterns, as Fourier trans-
forms, 242
Random processes, effects of finite
sample length, 101
measurements of, 101
see stochastic processes
Random variable, 43, 46, 47
definition of, 47
Random walks, problem of, 94, 99
Rayleigh distribution, 94, 96
Rays, acoustic, 6
electromagnetic, 6
Recognition differential, 8
Receiver operating characteristics,
definition of, 136
example of, 140
Reverberation, 4, 10
surfece, 10
volume, 10
Riemann integral, 18, 50, 69, 70
Riemann-Stielt;es integral, 70
Risk, 147
average, 146, 149, 151, 152

Sample value, 43
Sampling errors caused by time in-
terval between samples, 112-
113
Sampling in time, effect on receiver
performance, 193
Sampling theorem, 109
Schwartz inequality, 54
complex functions, 208
Seismic exploration, 4
parameters of, 4, 5,6
Self-adaptive systems, 254
Sequential detection, 1
Shot effect, 58
Signal, definition of, 2
Signal detection, as hypothesis de-
tection, 130
white noise signal in white noise
background, 157
Signai extraction, 2
Signal in additive gaussian noise, 156
Signal space, 143, 144, 145
Signal-to-noise ratio, 12, 118
filter that maximizes, 118, 127
maximizing for a three dimen-
sional array, 218
standard detector, 187
Snell’s law, 14
SOFAR channel, 7
Sonar, active, 1
bottom bounce, 255
parameters of, 4, 5, 6
passive, 1
range equation, 7, 8
sum and difference, 249
Source level, 8
Spatial processing, comments on,
256
Square law device, 90
Square law rectifier with low-pass
RC network, ensemble aver-
age, 106
fluctuations o o.tput, 106-109
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Standard detector, 177
comparison of performance with
and without clipping, 199
off-target response, 182
on-target response, 182
with perfect clipping, 196
Standard deviation, 53
Standard Electronics Laboratory,
254
Stationary process, wide sense, 53,
56
Stationary time series, strict sense,
49
Stieltjes integral, 50, 68, 70, 72
Stochastic fields, 9
Stochastic process, 42, 46, 47
analytic representation of, 75
definition of, 47
multidimensional, 207
Superdirective array, 246

Target classification, 1, 255
Target strength, 7, 8
Target velocities, 6
Temperature gradients, 6

Three-diniensional arrays, 175
Threshold, 155
determination of, 237
for the likelihood ratio, 132
Time average, 42, 50
Time correlation function, 52, 53
Time series, continuous, 42
discrete, 42
stochastic, 42
TW-product, see WT-product
Type I error, 135
Type H error, 135

Uncertainty principle, 23
Unit step function, 40
University of Birmingham, 176, 253

Velocity gradients, 6

Wave duct, 6, 7

White roise, 74

Wiener-Khintchine formulas, or the-
orem, 72, 80, 81

WT-product, 22, 25, 30

Zeros, number per second, 195
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